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Preface to the First Edition

It is common practice to teach nuclear physics and particle physics together in an intro-
ductory course and it is for such a course that this book has been written. The material
presented is such that different selections can be made for a short course of about 25-30
lectures depending on the lecturer’s preferences and the students’ backgrounds. On the
latter, students should have taken a first course in quantum physics, covering the tradi-
tional topics in non-relativistic quantum mechanics and atomic physics. A few lectures
on relativistic kinematics would also be useful, but this is not essential, as the necessary
background is given in an appendix and is only used in a few places in the book. | have not
tried to be rigorous, or present proofs of all the statements in the text. Rather, | have taken
the view that it is more important that students see an overview of the subject, which for
many, possibly the majority, will be the only time they study nuclear and particle physics.
For future specialists, the details will form part of more advanced courses. Nevertheless,
space restrictions have still meant that it has been necessarily to make a choice of topics
and doubtless other, equally valid, choices could have been made. This is particularly true
in Chapter 8, which deals with applications of nuclear physics, where | have chosen just
three major areas to discuss. Nuclear and particle physics have been, and still are, very
important parts of the entire subject of physics and its practitioners have won an impressive
number of Nobel Prizes. For historical interest, | have noted in the footnotes many of these
awards for work related to the field.

Some parts of the book dealing with particle physics owe much to a previous book,
Particle Physicswritten with Graham Shaw of Manchester University, and | am grateful
to him and the publisher, John Wiley & Sons, Ltd, for permission to adapt some of that
material for use here. | also thank Colin Wilkin for comments on all the chapters of the
book; to David Miller and Peter Hobson for comments on Chapter 4; and to Bob Speller
for comments on the medical physics section of Chapter 8. If errors or misunderstandings
still remain (and any such are of course due to me alone) | would be grateful to hear about
them. | have set up a website (www.hep.ucl.ac:ddehm/npbook.html) where | will post
any corrections and comments.

Brian R Martin
January 2006






Preface to the Second Edition

The structure of this edition follows closely that of the first edition. Changes include the
rearrangement of some sections and the rewriting and/or expansion of others where, on
reflection, | think more explanation is required, or where the clarity could be improved;
the inclusion of a number of entirely new sections and two new appendices; modifications
to the notation in places to improve consistency of style through the book; the inclusion
of additional problems; and updating the text, where appropriate. | have also taken the
opportunity to correct misprints and errors that were in the original printing of the first
edition, most of which have already been corrected in later reprints of that edition. |
would like to thank those correspondents who have brought these to my attention, par-
ticularly Roelof Bijker of the Universidad Nacional Autonoma de Mexico, Hans Fynbo
of the University of Aarhus, Denmark and Michael Marx of the Stony Brook campus
of the State University of New York. | will continue to maintain the book’s website,
(www.hep.ucl.ac.uktbrm/npbook.html) where any future comments and corrections will
be posted.

Finally, a word about footnotes: readers have always had strong views about these,
(‘Notes are often necessary, but they are necessary evils’ — Samuel Johnson), so in this
book they are designed to provide ‘non-essential’ information only. Thus, for those readers
who prefer not to have the flow disrupted, ignoring the footnotes should not detract from
understanding the text.

Brian R. Martin
November 2008






Notes

References

References are referred to in the text in the form of a name and date, for example Jones
(1997), with a list of references with full publication details given at the end of the book.

Data

It is common practice for books on nuclear and particle physics to include tables of data
(masses, decay modes, lifetimes etc.) and such a collection is given in Appendix E. Among
other things, they will be useful in solving the problems provided for most chapters.
However, | have kept the tables to a minimum, because very extensive tabulations are now
readily available at the ‘click of a mouse’ from a number of sites and it is educationally
useful for students to get some familiarity with such sources of data.

For particle physics, a comprehensive compilation of data, plus brief critical reviews
of a number of current topics, may be found in the bi-annual publications of the Particle
Data Group (PDG). The 2008 edition of their definitiReview of Particle Propertieis
referred to as Amslegt al. (2008) in the references. The PDG Review is available online
at http://pdg.Ibl.gov and this site also contains links to other sites where compilations of
particle data may be found.

Data for nuclear physics are available from a number of sources. Examples are: the
Berkeley Laboratory Isotopes Project (http://ie.lbl.gov/education/isotopes.htm); the Na-
tional Nuclear Data Center (NNDC), based at Brookhaven National Laboratory, USA
(http://www.nndc.bnl.gov); the Nuclear Data Centre of the Japan Atomic Energy Research
Institute (http://wwwndc.tokai-sc.jaea.go.jp/NuC); and the Nuclear Data Evaluation Lab-
oratory of the Korea Atomic Energy Research Institute (http://atom.kaeri.re.kr). All four
sites have links to other data compilations.

Problems

Problems are provided for Chapters 1-8 and some Appendices; their solutions are given in
Appendix F. The problems are an integral part of the text. They are mainly numerical and
require values of physical constants that are given in Appendix E. Some also require data
that may be found in the other tables in Appendix E and in the sites listed above.



xviii  Notes
lllustrations

Some illustrations in the text have been adapted from, or are based on, diagrams that have
been published elsewhere. In a few cases they have been reproduced exactly as previously
published. | acknowledge, with thanks, permission to use suchiillustrations from the relevant
copyright holders, as stated in the captions. Full bibliographic details of sources are given
in the list of references on page 437.



1
Basic Concepts

1.1 History

Although this book will not follow a strictly historical development, to ‘set the scene’ this
first chapter will start with a brief review of the most important discoveries that led to the
separation of nuclear physics from atomic physics as a subject in its own right and later
work that in its turn led to the emergence of particle physics from nuclear physics.

1.1.1 The Origins of Nuclear Physics

Nuclear physics as a subject distinct from atomic physics could be said to date from 1896,
the year that Becquerel observed that photographic plates were being fogged by an unknown
radiation emanating from uranium ores. He had accidentally discovadémhctivity. the

fact that some nuclei are unstable and spontaneously decay. The name was coined by Marie
Curie two years later to distinguish this phenomenon from induced forms of radiation. In the
years that followed, radioactivity was extensively investigated, notably by the husband and
wife team of Pierre and Marie Curie, and by Rutherford and his collaboratond,it was
established that there were two distinct types of radiation involved, named by Rutherford
a andpg rays. We know now that rays are bound states of two protons and two neutrons
(we will see later that they are the nuclei of helium atoms) &nalys are electrons. In 1900

a third type of decay was discovered by Villard that involved the emission of photons, the
guanta of electromagnetic radiation, referred to in this context i@ys. These historical
names are still commonly used.

1 Aninteresting account of the early period, with descriptions of the personalities involved, is givenar(B28). An overview

of the later period is given in Chapter 1 of Griffiths (1987).

2 The 1903 Nobel Prize in Physics was awarded jointly to Henri Becquerel for his discovery and to Pierre and Marie Curie for
their subsequent research into radioactivity. Ernest Rutherford had to wait until 1908, when he was awarded the Nobel Prize in
Chemistry for his ‘investigations into the disintegration of the elements and the chemistry of radioactive substances’.

Nuclear and Particle Physics: An Introduction, Second EditioBrian R. Martin
© 2009 John Wiley & Sons, Ltd



2 Nuclear and Particle Physics

At about the same time as Becquerel’s discovery, J.J. Thomson was extending the work
of Perrin and others on the radiation that had been observed to occur when an electric
field was established between electrodes in an evacuated glass tube and in 1897 he was
the first to definitively establish the nature of these ‘cathode rays’. We now know the
emanation consists of fregectrons (the name ‘electron’ had been coined in 1894 by
Stoney) denoted™ (the superscript denotes the electric charge) and Thomson measured
their mass and chargeThe view of the atom at that time was that it consisted of two
components, with positive and negative electric charges, the latter now being the electrons.
Thomson suggested a model where the electrons were embedded and free to move in a
region of positive charge filling the entire volume of the atom —the so-called ‘plum pudding
model’.

This model could account for the stability of atoms, but could not account for the
discrete wavelengths observed in the spectra of light emitted from excited atoms. Neither
could it explain the results of a classic series of experiments started in 1911 by Rutherford
and continued by his collaborators, Geiger and Marsden. These consisted of scattering
particles by very thin gold foils. In the Thomson model, most ofdhmrticles would pass
through the foil, with only a few suffering deflections through small angles. Rutherford
suggested they look for large-angle scattering and indeed they found that some particles
were scattered through very large angles, even greater than 90 degrees. Rutherford showed
that this behaviour was not due to multiple small-angle deflections, but could only be the
result of thex particles encountering a very small positively charged centreleus(The
reason for these two different behaviours is discussed in Appendix C.)

To explain the results of these experiments Rutherford formulated a ‘planetary’ model,
where the atom was likened to a planetary system, with the electrons (the ‘planets’)
occupying discrete orbits about a central positively charged nucleus (the ‘Sun’). Because
photons of a definite energy would be emitted when electrons moved from one orbit
to another, this model could explain the discrete nature of the observed electromagnetic
spectra when excited atoms decayed. In the simplest case of hydrogen, the nucleus is a
single proton (p) with electric charget+e, wheree is the magnitude of the charge on
the electrorf, orbited by a single electron. Heavier atoms were considered to have nuclei
consisting of several protons. This view persisted for a long time and was supported by
the fact that the masses of many naturally occurring elements are integer multiples of a
unit that is about 1 % smaller than the mass of the hydrogen atom. Examples are carbon
and nitrogen, with masses of 12.0 and 14.0 in these units. But it could not explain why
not all atoms obeyed this rule. For example, chlorine has a mass of 35.5 in these units.
However, about the same time, the concepisofopism(a name coined by Soddy) was
conceivedlsotopesare atoms whose nuclei have different masses, but the same charge.
Naturally occurring elements were postulated to consist of a mixture of different isotopes,
giving rise to the observed masses.

3 J.J. Thomson received the 1906 Nobel Prize in Physics for his discovery. A year earlier, Philipp von Lenard had received the
Physics Prize for his work on cathode rays.

4 Why the charge on the proton should have exactly the same magnitude as that on the electron is a puzzle of very long-standing,
the solution to which is suggested by some as yet unproven, but widely believed, theories of particle physics that will be briefly
discussed in Section 9.5.1.

5 Frederick Soddy was awarded the 1921 Nobel Prize in Chemistry for his work on isotopes.
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The explanation of isotopes had to wait twenty years until a classic discovery by
Chadwick in 1932. His work followed earlier experiments bgne Curie (the daugh-
ter of Pierre and Marie Curie) and her husbanéderic Joliot® They had observed that
neutral radiation was emitted whenparticles bombarded beryllium and later work had
studied the energy of protons emitted when paraffin was exposed to this neutral radiation.
Chadwick refined and extended these experiments and demonstrated that they implied the
existence of an electrically neutral particle of approximately the same mass as the proton.
He had discovered theeutron(n) and in so doing had produced almost the final ingredient
for understanding nucléi.

There remained the problem of reconciling the planetary model with the observation of
stable atoms. In classical physics, the electrons in the planetary model would be constantly
accelerating and would therefore lose energy by radiation, leading to the collapse of the
atom. This problem was solved by Bohr in 1913. He applied the newly emerging quantum
theory and the result was the now well-known Bohr model of the atom. Refined modern
versions of this model, including relativistic effects described by the Dirac equation (the
relativistic analogue of the Sabdlinger equation that applies to electrons), are capable of
explaining the phenomena of atomic physics. Later workers, including Heisenberg, another
of the founders of quantum theory, applied quantum mechanics to the nucleus, now viewed
as a collection of neutrons and protons, collectively catledeons|n this case however,
the force binding the nucleus is not the electromagnetic force that holds electrons in their
orbits, but is a short-ran§dorce whose magnitude is independent of the type of nucleon,
proton or neutron (i.e. charge-independent). This binding interaction is callesirimey
nuclear force

These ideas still form the essential framework of our understanding of the nucleus today,
where nuclei are bound states of nucleons held together by a strong charge-independent
short-range force. Nevertheless, there is still no single theory that is capable of explaining
all the data of nuclear physics and we shall see that different models are used to interpret
different classes of phenomena.

1.1.2 The Emergence of Particle Physics: the Standard Model and Hadrons

By the early 1930s, the nineteenth-century view of atoms as indivisibieentary particles

had been replaced and a larger group of physically smaller entities now enjoyed this status:
electrons, protons and neutrons. To these we must add two electrically neutral particles:
thephoton(y) and theneutrino(v). The photon had been postulated by Planck in 1900 to
explain black-body radiation, where the classical description of electromagnetic radiation
led to results incompatible with experimefit¥he neutrino was postulated by Pauli in
1930 to explain the apparent nonconservation of energy observed in the decay products

6 Iréne Curie and Fxceric Joliot received the 1935 Nobel Prize in Chemistry for ‘synthesizing new radioactive elements’.

7 James Chadwick received the 1935 Nobel Prize in Physics for his discovery of the neutron.

8 The concept of range will be discussed in more detail in Section 1.5.1, but for the present it may be taken as the effective
distance beyond which the force is insignificant.

9 X-rays had already been observed byriRyen in 1895 (for which he received the first Nobel Prize in Physics in 1901) and
y-rays were seen by Villard in 1900, but it was Max Planck who first made the startling suggestion that electromagnetic energy
was quantized. For this he was awarded the 1918 Nobel Prize in Physics. Many years later, he said that his hypothesis was an ‘act
of desperation’ as he had exhausted all other possibilities.

10 The name was later given by Fermi and means ‘little neutron’.
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of some unstable nuclei whegerays are emitted, the so-call@gddecays Prior to Pauli’s
suggestiong decay had been viewed as a parent nucleus decaying to a daughter nucleus
and an electron. As this would be a two-body decay, it would imply that the electron would
have a unique momentum, whereas experiments showed that the electron actually had a
momentumspectrum Pauli’s hypothesis of a third particle (the neutrino) in the final state
solved this problem, as well as a problem with angular momentum conservation, which
was apparently also violated if the decay was two-body. Aduecay data implied that the
neutrino mass was very small and was compatible with the neutrino being masstess.
took more than 25 years before Pauli’'s hypothesis was confirmed by Reines and Cowan in
a classic experiment in 1956 that detected free neutrinos froecay'?

The 1950s also saw technological developments that enabled high-energy beams of
particles to be produced in laboratories. As a consequence, a wide range of controlled
scattering experiments could be performed and the greater use of computers meant that
sophisticated analysis techniques could be developed to handle the huge quantities of data
that were being produced. By the 1960s this had resulted in the discovery of a very large
number of unstable particles with very short lifetimes and there was an urgent need for
a theory that could make sense of all these states. This emerged in the mid 1960s in the
form of the so-calledjuark modelfirst suggested by Gell-Mann, and independently and
simultaneously by Zweig, who postulated that the new particles were bound states of three
families of more fundamental physical particles.

Gell-Mann called these particlepiarks(q).*® Because no free quarks were detected
experimentally, there was initially considerable scepticism for this view. We now know
that there is a fundamental reason why quarks cannot be observed as free particles (it is
discussed in Section 5.1), but at the time most physicists looked upon quarks as a conve-
nient mathematical description, rather than physical partié¢lewever, evidence for the
existence of quarks as real particles came in the 1960s from a series of experiments analo-
gous to those of Rutherford and his co-workers, where high-energy beams of electrons and
neutrinos were scattered from nucleons. (These experiments are discussed in Section 5.8.)
Analysis of the angular distributions of the scattered particles showed that the nucleons
were themselves bound states of three point-like charged entities, with properties consistent
with those hypothesized in the quark model. One of these properties was unusual: quarks
have fractional electric charges, in practieée and+§e. This is essentially the picture
today, where elementary particles are how considered to be a small number of physical
entities, including quarks, the electron, neutrinos, the photon and a few others we shall
meet, but no longer nucleons.

The best theory of elementary particles we have at present is called, rather prosaically,
the standard modelThis aims to explain all the phenomena of particle physics, except
those due to gravity, in terms of the properties and interactions of a small humber of

11 However, in Section 3.1.4 we will discuss evidence that shows the neutrino has a nonzero mass, albeit very small.

12 A description of this experiment is given in Chapter 12 of Trigg (1975). Frederick Reines shared the 1995 Nobel Prize in
Physics for his work in neutrino physics and particularly for the detection of the neutrino.

13 Murray Gell-Mann received the 1969 Nobel Prize in Physics for ‘contributions and discoveries concerning the classification of
elementary particles and their interactions’. For the origin of the word ‘quark’, he cited the now famous quotation ‘Three quarks
for Muster Mark’ from James Joyce’s boéknnegans Wakeeorge Zweig had suggested the name ‘aces’.

14 This was history repeating itself. In the early days of the atomic model many very distinguished scientists were reluctant to
accept that atoms existed, because they could not be ‘seen’ in a conventional sense.
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elementary@r fundamental) particlesyhich are now defined as being point-like, without
internal structure or excited states. Particle physics thus differs from nuclear physics in
having a single theory to interpret its data.

An elementary particle is characterized by, amongst other things, its mass, its electric
charge and itspin The latter is a permanent angular momentum possessed by all particles
in quantum theory, even when they are at rest. Spin has no classical analogue and is not
to be confused with the use of the same word in classical physics, where it usually refers
to the (orbital) angular momentum of extended objects. The maximum value of the spin
angular momentum about any axisds (h = h/2x7), whereh is Planck’s constant and
s is thespin quantum numbenor spin for short. It has a fixed value for particles of any
given type (for exampls = % for electrons) and general qguantum mechanical principles
restrict the possible values sfto be Q % 1, % .... Particles with half-integer spin are
calledfermionsand those with integer spin are calledsons There are three families of
elementary particles in the standard model: two %)families of fermions calledeptons
andquarks and one family of spin-1 bosons. In addition, at least one other spin-0 particle,
called theHiggs bosonis postulated to explain the origin of mass within the the®ry.

The most familiar elementary patrticle is the electron, which we know is bound in atoms
by the electromagnetic interactigrone of the four forces of natuf€.One test of the
elementarity of the electron is the size of its magnetic moment. A charged particle with
spin necessarily has an intrinsic magnetic momentt can be shown from the Dirac
equation that a point-like spié—particle of charge] and massn has a magnetic moment
u=(g/m)S, whereS is its spin vector. Magnetic moment is a vector, and the value
tabulated is the component when the component of spin has is maximum value, i.e.

w = gh/2m. The magnetic moment of the electron obeys this relation to one parf it 10

The electron is a member of the family of leptons. Another is the neutrino, which was
mentioned earlier as a decay producgidecays. Strictly this particle should be called the
electron neutrinowritten ve, because it is always produced in association with an electron.
(The reason for this is discussed in Section 3.1.1.) The force responsible for beta decay is
an example of a second fundamental force wile@k interactionFinally, there is the third
force, the (fundamentastrong interactionwhich, for example, binds quarks in nucleons.
The strong nuclear force mentioned in Section 1.1.1 is not the same as this fundamental
strong interaction, butis a consequence of it. The relation between the two will be discussed
in more detail in Section 7.1.

The standard model also specifies the origin of these three forces. In classical physics the
electromagnetic interaction is propagated by electromagnetic waves, which are continu-
ously emitted and absorbed. While this is an adequate description at long distances, at short
distances the quantum nature of the interaction must be taken into account. In quantum
theory, the interaction is transmitted discontinuously by the exchange of photons, which
are members of the family of fundamental spin-1 bosons of the standard model. Photons

15 In the theory without the Higgs boson, all elementary particles are predicted to have zero mass, in obvious contradiction with
experiment. A solution to this problem involving the Higgs boson is briefly discussed in Section 9.3.1, and Section D.2.

16 Although an understanding of all four forces will ultimately be essential, gravity is so weak that it can be neglected in nuclear
and particle physics at presently accessible energies. Because of this, we will often refer in practicthteetfeeces of

nature.

17 polykarp Kusch shared the 1955 Nobel Prize in Physics for the first precise determination of the magnetic moment of the
electron.
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are referred to as thgauge bosonsor ‘force carriers’, of the electromagnetic interaction.
The use of the word ‘gauge’ originates from the fact that the electromagnetic interaction
possesses a fundamental symmetry cajbate invarianceFor example, Maxwell's equa-
tions of classical electromagnetism are invariant under a specific phase transformation of
the electromagnetic fields — the gauge transformation. This property is common to all the
three interactions of nature we will be discussing and has profound consequences, but we
will not need its details in this boo¥ The weak and strong interactions are also mediated
by the exchange of spin-1 gauge bosons. For the weak interaction these Are,thi¢~
andZ° bosons (again the superscripts denote the electric charges) with masses about 80-90
times the mass of the proton. For the strong interaction, the force carriers areytadied
There are eight gluons, all of which have zero mass and are electrically réutral.

In addition to the elementary particles of the standard model, there are other important
particles we will be studying. These are thedrons the bound states of quarks. Nucleons
are examples of hadrod%put there are several hundred more, not including nuclei, most
of which are unstable and decay by one of the three interactions. It was the abundance of
these states that drove the search for a simplifying theory that would give an explanation
for their existence and led to the quark model in the 1960s. The most common unstable
example of a hadron is thgion, which exists in three electrical charge states, written
(r*, 7% 7). Hadrons are important because free quarks are unobservable in nature and
so to deduce their properties we are forced to study hadrons. An analogy would be if we
had to deduce the properties of nucleons by exclusively studying the properties of nuclei.

Since nucleons are bound states of quarks and nuclei are bound states of nucleons,
the properties of nuclei should in principle be deducible from the properties of quarks
and their interactions, i.e. from the standard model. In practice, however, this is beyond
present calculational techniques and sometimes nuclear and particle physics are treated as
two almost separate subjects. However, there are many connections between them and in
introductory treatments it is still useful to present both subjects together.

The remaining sections of this chapter are devoted to introducing some of the basic
theoretical tools needed to describe the phenomena of both nuclear and particle physics,
starting with a key concept: antiparticles.

1.2 Relativity and Antiparticles

Elementary particle physics is also called high-energy physics. One reason for this is that
if we wish to produce new particles in a collision between two other particles, then because
of the relativistic mass-energy relatih= mc, energies are needed at least as great as the
rest masses of the particles produced. The second reason is that to explore the structure of
a particle requires a probe whose wavelerigthsmaller than the structure to be explored.

18 A brief description of gauge invariance and some of its consequences is given in Appendix D.

19 Note that the word ‘electrical’ has been used when talking about charge. This is because the weak and strong interactions also
have associated ‘charges’ which determine the strengths of the interactions, just as the electric charge determines the strength of
the electromagnetic interaction. This is discussed in more detail in later chapters.

20 The magnetic moments of the proton and neutron do not obey the prediction of the Dirac equation and this is evidence that
nucleons have structure and are not elementary. The proton magnetic moment was first measured by Otto Stern using a molecular
beam method that he developed and for this he received the 1943 Nobel Prize in Physics.
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By the de Broglie relatiork = h/p, this implies that the momenturp of the probing
particle, and hence its energy, must be large. For example, to explore the internal structure
of the proton using electrons requires wavelengths that are much smaller than the classical
radius of the proton, which is roughly 18 m. This in turn requires electron energies
that are greater than 1@mes the rest energy of the electron, implying electron velocities
very close to the speed of light. Hence any explanation of the phenomena of elementary
particle physics must take account of the requirements of the theory of special relativity, in
addition to those of quantum theory. There are very few places in particle physics where a
nonrelativistic treatment is adequate, whereas the need for a relativistic treatment is less in
nuclear physics.

Constructing a quantum theory that is consistent with special relativity leads to the
conclusion that for every particle of nature, there must exist an associated particle, called an
antiparticle with the same mass as the corresponding particle. This important theoretical
prediction was first made by Dirac and follows from the solutions of the equation he
postulated to describe relativistic electrédhd.he Dirac equationfor a particle of masm
and momentunp moving in free space is of the fofh

v (r,t
R e e, @
wherep = —ihV is the usual quantum mechanical momentum operator and the Hamilto-
nian was postulated by Dirac to be
H=coa p+pAmc. (1.2)

The coefficientsx and are determined by the requirement that the solutions of (1.1) are
also solutions of the free-particklein-Gordon equatiof?
%W (r, t
—ﬁz% = —R%c?V2W(r, t) + m?ctW(r, t). (1.3)
This leads to the conclusion thatandg cannot be simple numbers; their simplest forms are
4 x 4 matrices. Thus the solutions of the Dirac equation are four-component wavefunctions
(calledspinorg with the forn?*

‘(/fl(rvt)
W(r,t) = ﬁ:g . (1.4)
w4(rvt)

The interpretation of (1.4) is that the four components describe the two spin states of a

negatively charged electron with positive energy and the two spin states of a corresponding
particle having the same mass, but with negative energy. Two spin states arise because in
guantum mechanics the projection in any direction of the spin vector of a%spa'micle

21 paul Dirac shared the 1933 Nobel Prize in Physics with Erwin &tihger. The somewhat cryptic citation stated ‘for the
discovery of new productive forms of atomic theory’.

22 \We use the notation= (X1, X2, X3) = (X, Y, 2).

23 This is a relativistic equation, which follows from using the usual quantum mechanical operator substifutiorshV and

E = iR 3/0t in the relativistic mass-energy relati@? = p?c? + m2c*.

24 The details may be found in many quantum mechanics books, e.g. pp. 475-477 of Schiff (1968).
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can only result in one of the two values?, referred to as ‘spin up’ and ‘spin down’,
respectively. The two energy solutions arise from the two solutions of the relativistic mass-
energy relatiorE = +,/p?c2 + m2c*. The negative-energy states can be shown to behave
in all respects apositivelycharged electrons (callggbsitrong, but with positiveenergy.

The positron is referred to as the antiparticle of the electron. The discovery of the positron
by Anderson in 1933, with all the predicted properties, was a spectacular verification of
the Dirac prediction.

Although Dirac originally made his prediction for electrons, the result is general and
is true whether the particle is an elementary particle or a hadron. If we denote a particle
by P, then the antiparticle is in general written with a bar over it, Pe For example,
the antiparticle of the protop is the antiprotonp,?® with negative electric charge; and
associated with every quaid,is an antiquarkg. However, for some very common particles
the bar is usually omitted. Thus, for example, in the case of the positrahe superscript
denoting the charge makes explicit the fact that the antiparticle has the opposite electric
charge to that of its associated particle. Electric charge is just one examptpiahtum
number(spin is another) that characterizes a particle, whether it is elementary or composite
(i.e. a hadron).

Many quantum numbers differ in sign for particle and antiparticle, and electric charge is
an example of this. We will meet others later. When brought together, particle-antiparticle
pairs, each of mass, can annihilate, releasing their combined rest enengg’as photons
or other particles. Finally, we note that there is symmetry between particles and antiparti-
cles, and it is a convention to call the electron the particle and the positron its antiparticle.
This reflects the fact that the normal matter contains electrons rather than positrons.

1.3 Space-Time Symmetries and Conservation Laws

Symmetries and the invariance properties of the underlying interactions play an important
role in physics. Some lead to conservation laws that are universal. Familiar examples are
translational invariance, leading to the conservation of linear momentum; and rotational
invariance, leading to conservation of angular momentum. The latter plays an important
role in nuclear and particle physics as it leads to a scheme for the classification of states
based, among other quantum numbers, on their spins. This is similar to the scheme used
to classify states in atomic physi€&Another very important invariance that we have
briefly mentioned is gauge invariance. This fundamental property of all three interactions
restricts their forms in a profound way that initially is contradicted by experiment. This

is the prediction of zero masses for all elementary particles, mentioned earlier. There are
theoretical solutions to this problem whose experimental verification (the discovery of the
Higgs boson), or otherwise, is the most eagerly awaited result in particle physicg today.

25 Carl Anderson shared the 1936 Nobel Prize in Physics for the discovery of the positron. The 1959 Prize was awarded to Emilio
Sege and Owen Chamberlain for their discovery of the antiproton.

26 These points are explored in more detail in, for example, Chapter 5 of Martin and Shaw (2008).

27 Experimental searches for the Higgs boson are discussed in Section 9.3.2, and a very brief explanation of the so-called ‘Higgs
mechanism’, that generates particle masses, is given in Section D.2.
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In nuclear and particle physics we need to consider additional symmetries of the Hamil-
tonian and the conservation laws that follow and in the remainder of this section we discuss
three space-time symmetries that we will need latgrafity, charge conjugatiorand
time-reversal

1.3.1 Parity

Parity was first introduced in the context of atomic physics by Wigner in #9&7efers
to the behaviour of a state under a spatial reflectiony i-e. —r. If we consider a single-
particle state, represented for simplicity by a nonrelativistic wavefungtimt), then
under the parity operatd?,

Py(r,t) = Py(-r,t). (1.5)
Applying the operator again, gives
P2y(r,t) = PPy(—r,t) = P?y(r,1), (1.6)
implying P = +1. If the patrticle is an eigenfunction of linear momentgni.e.
Y (r,t) =vp(r.t) = expli(p-r — EY)/A], (1.7)
then
Pyp(r,t) = Pyp(—r,t) = Py_p(r,t) (1.8)

and so a patrticle at rest, with= 0, is an eigenstate of parity. The eigenvale= +1 is
called theintrinsic parity, or just theparity, of the state. By considering a multiparticle
state with a wavefunction that is the product of single-particle wavefunctions, it is clear
that parity is a multiplicative quantum number.

The strong and electromagnetic interactions, but not the weak interactions, are invariant
under parity, i.e. the Hamiltonian of the system, and hence the equation of motion, remains
unchanged under a parity transformation on the position vectors of all particles in the sys-
tem. Parity is therefore conserved, by which we mean that the total parity quantum number
remains unchanged in the interaction. Compelling evidence for parity conservation in the
strong and electromagnetic interactions comes from the suppression of transitions between
nuclear states that would violate parity conservation. Such decays are not absolutely for-
bidden, because the Hamiltonian responsible for the transition will always have a small
admixture due to the weak interactions between nucleons. However, the observed rates are
extremely small compared to analogous decays that do not violate parity, and are entirely
consistent with the transitions being due to this very small weak interaction component.
The evidence for nonconservation of parity in the weak interaction will be discussed in
detail in Section 6.2.

In addition to intrinsic parity, there is a contribution to the total parity if the particle has
an orbital angular momentuh|In this case its wave function is a product of a radial part
R and an angular pa¥™ (9, ¢):

Yimn(r) = Ra Y0, ¢), (1.9)

28 Eugene Wigner shared the 1963 Nobel Prize in Physics, principally for his work on symmetries.
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wheren andm are the principal and magnetic quantum numbersyi@, ¢) is a spherical
harmonic. It is straightforward to show from the relations between Cartesjan £) and
spherical polar co-ordinates, 0, ¢), i.e.

X =r sind cosp, Yy =r sind sing, z=r coso, (1.120)
that the parity transformation— —r implies
r—-r, 0—->m—-0, ¢—>nm+09, (1.12)
and from this it can be shown that
Y0, ¢) = Y — 0,7 + ¢) = (=)' Y0, 9). (112)

Equation (1.12) may easily be verified directly for specific cases; for example, for the first
three spherical harmonics,

1\v2 3\ 2 3\ 2 '
YS:(E) , Yf:(—n> cosh, Yli1=<§) sing e*'?. (1.13)

Hence

PYimn(r) = P¥imn(—1) = P(=) Yimn(r), (1.14)

i.e. Y1mn(r) is an eigenstate of parity with eigenvalB¢—1)'.

An analysis of the Dirac equation (1.1) for relativistic electrons, shows that it is invariant
under a parity transformation onlyff(ete~) = —1. Thisis a general result for all fermion-
antifermion pairs, so it is a convention to assign= +1 to all leptons and® = —1 to
their antiparticles. We will see in Chapter 3 that in strong and electromagnetic interactions
quarks can only be created as part of a quark-antiquark pair, so the intrinsic parity of a
single quark cannot be measured. For this reason, itis also a convention toRissigil
to quarks. Since quarks are fermions, it follows from the Dirac result Fhat —1 for
antiquarks. The intrinsic parities of hadrons then follow from their structure in terms of
guarks and the orbital angular momentum between the constituent quarks, using (1.14).
This will be explored in Chapter 3 as part of the discussion of the quark model.

1.3.2 Charge Conjugation

Charge conjugation is the operation of changing a particle into its antiparticle. Like parity,
it gives rise to a multiplicative quantum number that is conserved in strong and electro-
magnetic interactions, but violated in the weak interaction. In strong interactions this can
be tested experimentally, by for example measuring the rates of production of positive and
negative mesons ipp annihilations, and is found to hold.

In discussing charge conjugation, we will need to distinguish between states such as the
photony and the neutral piom® that do not have distinct antiparticles and those such
as thexr™ and the neutron, which do. Particles in the former class we will collectively
denote bya, and those of the latter type will be denotedtbyit is also convenient at this
point to extend our notation for states. Thus we will represent a state ofthpging a
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wavefunctionyr, by [a, ¥a) and similarly for a state of typb.2® Then under the charge
conjugation operatat,

Cla, ¥a) = Cala, Va), (1.15a)
and
Clb, yp) = Ib, ¥p), (1.15b)

whereC, is a phase factor analogous to the phase factor in {8 Applying the operator
twice, in the same way as for parity, lead<ip= +1. From (1.15a), we see that states of
type a are eigenstates & with eigenvaluest1, called theirC parities As an example,
consider ther°. This decays via the electromagnetic interaction to two photohs> .
The C parity of the photon follows directly from the invariance of Maxwell's equations
under charge conjugation and@s = —13! and henceC,o = 1. It follows that the decay
7% — yyy is forbidden byC invariance. The experimental limit for the ratio of rates
7% — 3y/7% — 2y is less than 3« 108, which is strong evidence fa€ invariance in
electromagnetic interactions. The evidence for the violatio@ @fivariance in the weak
interaction is discussed in detail in Chapter 6.

States with distinct antiparticles can only form eigenstates a$ linear combinations.
As an example of the latter, considerrd 7w~ pair with orbital angular momenturh
between them. In this case

Clrtn~;L) = (1) |z tx~; L), (1.16)

because interchanging the pions reverses their relative positions in the spatial wavefunction.
The same factor occurs for sp%wfermion pairsff, but in addition there are two other
factors. The firstis{1)S*1, whereSis the total spin of the pair. This follows directly from

the structure of the spin wavefunctions:

L t1t2 S=1
TZ(Tliz +1112) §=0 S=1 (1.17a)
Vil S=-1
and
1
72(T1¢2 —1t2) §=0 S=0 (1.17b)

where?; ({i) represents particliehaving spin ‘up’ (‘down’) in thez direction. A second
factor (—1) arises whenever fermions and antifermions are interchanged. This has its origins
in quantum field theory? Combining these factors, finally we have

ClIf f;3,L,S =(1"*5f f;J,L,S), (1.18)

29 This is part of the so-called ‘Dirac notation’ in quantum mechanics. However, we will only need the notation and not the
associated mathematics.

30 A phase factor could have been inserted in (1.15b), but it is straightforward to show that the relative phase of the tvo states
andb cannot be measured and so a phase introduced in this way would have no physical consequences. (See Problem 1.4.)
31 A proof of this is given in Section 5.4.1 of Martin and Shaw (2008). An alternative argument is that electromagnetic fields are
produced by moving electric charges, which change sign under charge conjugation, an@ heneel.

32 gee, for example, pp. 249-250 of Gottfried and Weisskopf (1986).
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for fermion-antifermion pairs having total, orbital and spin angular momentum quantum
numbersJ, L andS, respectively.

1.3.3 Time Reversal
Time-reversal invariance is defined as invariance under the transformation
t—t =—t, (1.19)

leaving all position vectors unchanged. Like parity and charge conjugation invariance,
it is a symmetry of the strong and electromagnetic interactions, but is violated by the
weak interactions. However, unlike parity and charge conjugation, there is no associated
guantum number that is conserved when weak interactions are neglected. To understand
this we consider the transformation of a single-particle wavefunction, which must satisfy

W, D2 —— [W/(r, O = [y (r, —t)12 (1.20)

if the system isT invariant, so that the probability of finding the particle at positicait

time —t becomes the probability of finding it at positionat timet in the transformed
system. In addition, since in classical mechanics linear and angular momentum change
sign under (1.19), we would expect the same result

p——p =—p; LI (1.21)

to hold in quantum mechanics by the correspondence principle. Hence a free-particle
wavefunction

Yp(r,t) = expli(p-r — Et)/h],

corresponding to momentypand energf = p?/2m, must transform into a wavefunction
corresponding to momentump and energyE, i.e.

Yp(r. 1) —— (1. 1) = Yp(r. 1) = expl-i(p - 1 + Et)/A]. (1.22)
A suitable transformation that satisfies both (1.20) and (1.22) is
Y t) —— y(r ) = y(r, —t) = Ty (r, 1), (1.23)

where we have introduced the time reversal operﬁﬂoy analogy with the parity operator
P introduced in Equation (1.5). However, quantum mechanical oper@ttivat correspond
to physical observables must be both linear

Olo1y1 + a292) = a1(Oy1) + a2(Ovr), (1.24a)
(to ensure that the superposition principle holds), and Hermitian
/ dx(Oy1) v = / dx v (O, (1.24b)

(to ensure that the the eigenvaluesfhfi.e. the observed values, are real), whgte are
arbitrary wavefunctions ang » are arbitrary complex numbers. In contrast, the definition
(21.23) implies

T o1y + a2y2) = o (Tyn) + a3 (T2) # aa(Ty) + aa(T )
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for complexa1 anda,, and one easily verifies that (1.24b) is also not satisfied byhus
the time reversal operator does not correspond to a physical observable, and there is no
observable analogous to parity that is conserved as a consequéhdavafiance.

AlthoughT invariance does not give rise to a conservation law, it does lead to a relation
between any reaction and the ‘time-reversed’ process related to it by (1.19). Thus reactions
like

a(pa, My) + b(pPp, Mp) — c(Pc, Me) + d(Pd, My) (1.25a)

and their time-reversed counterparts
C(_pCa _mC) + d(_pdv _md) g a(_pav —ma) + b(_pbv _mb)’ (125b)

in which the initial and final states are interchanged and the particle monpgreecy and
z components of their spinsng etc) are reversed in accordance with (1.21), are related.
In particular, if weak interactions are neglected, the rates for reactions (1.25a) and (1.25b)
must be equal.

A more useful relation between reaction rates can be obtained if we combine time
reversal with parity invariance. Under the parity transformation (1.5), monpealtenge
sign while orbital angular momenta=r x p do not. If we assume the same behaviour
holds for spin angular momenta, then

p——p =—p I—HT =1 (1.26)

under parity. The parity-transformed reaction corresponding to (1.25b) is
c(Pc, —Mc) + d(Pg, —Mgy) — a(Pa, —Ma) + b(Pp, —Mp) (1.25c¢)

so that if bothP and T invariance holds, all three reactions (1.25a, b, ¢) must have the
same rate. If we average over all spin projections

m=-§,-§S+1...9 (i:a,b,C,d),

where § is the spin of particlé, then reactions (1.25a) and (1.25c) differ only by the
interchange of initial and final states. Consequently, the rates for the reactions

i = a(pa) + b(pp) <> c(pc) + d(pg) = f (1.27)

should be equal, provided that we average over all possible spin states. This relation is
called theprinciple of detailed balangeand has been accurately confirmed experimentally
in a variety of strong and electromagnetic reactions.

Finally, although the weak interaction is not invariant under the above transformations,
there is a general result, called tB&T theoremwhich states that under very general
conditionsany relativistic field theory is invariant under the combined operation of CPT,
taken in any order. Among other things, CPT invariance predicts that the masses and
lifetimes of a particle and its antiparticle must be exactly equal. This prediction is accurately
verified by experimental measurements on a number of particles, inclatatgpairs.
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1.4 Interactions and Feynman Diagrams

We now turn to a discussion of particle interactions and how they can be described by the
very useful pictorial methods of Feynman diagrams.

1.4.1 Interactions

Interactions involving elementary particles and/or hadrons are conveniently summarized by
‘equations’ in analogy to chemical reactions, in which the different particles are represented
by symbols, which usually, but not always, have a superscript to denote their electric charge.
In the interaction

Ve+tN—>€ +p (1.28)

for example, an electron neutring collides with a neutrom to produce an electroer
and a protorp; while the equation

e +p—>€e +p (1.29)

represents an electron and proton interacting to give the same particles in the final state, but
in general travelling in different directions. In such equations, conserved quantum numbers
must have the same total values in initial and final states.

Particles may be transferred from initial to final statesand versawhen they become
antiparticles. Thus starting from the process

T4+ p—>n +p, (1.30a)

and taking the proton from the initial state to an antiproton in the final state and the
negatively charged pion in the final state to a positively charged pion in the initial state, we
obtain

7t +n7 = p+p. (2.31)

It follows that if (1.30a) does not violate any relevant quantum numbers, then neither does
reaction (1.31) and so is also in principle an allowed reaction. The qualification is needed
because although (1.31) does not violate any quantum numbers, energy conservation leads
to a minimum total energ#min = (Mp + Mp)c? below which it cannot proceed.

The interactions (1.29) and (1.30a), in which the particles remain unchanged, are exam-
ples ofelastic scatteringin contrast to reactions (1.28) and (1.31), where the final-state
particles differ from those in the initial state. Collisions between a given pair of initial
particles do not always lead to the same final state, but can lead to different final states
with different probabilities. For example, the collision of a negatively charged pion and a
proton can give rise to elastic scattering (1.30a) and a variety of other reactions, such as

T +p—>n+7° and 7 +p—>p+a +7 +7, (1.30b)

depending on the initial energy. In particle physics itis common to refer (rather imprecisely)
to such interactions as ‘inelastic’ scattering.

Similar considerations apply to nuclear physics, but the teratastic scatterings
reserved for the case where the final state is an excited state of the parent W\jdleats
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subsequently decays, for example via photon emission, i.e.
a+A—a+ A% A" — A4y, (1.32)

wherea is a projectile andA* is an excited state of. A useful shorthand notation used in
nuclear physics for the general reaction- A — b + B is A(a, b)B. Itis usual in nuclear
physics to further subdivide types of interactions according to the underlying mechanism
that produced them. We will return to this in Section 2.9, as part of a more general discussion
of nuclear reactions.

Finally, many particles are unstable and spontaneously decay to other, lighter (i.e. having
less mass) particles. An example of this is the free neutron (i.e. one not bound in a nucleus),
which decays by thg-decay

N— p+€ + e, (2.33)

with a mean lifetime of about 900 secontishe same notation can also be used in nuclear
physics. For example, many nuclei decay via fhdecay mechanism. Thus, denoting a
nucleus withZ protons andN neutrons as4, N), we have

(Z,N) > (Z =1, N) + & + ve. (1.34)

This is also a weak interaction. This reaction is effectively the decay of a proton bound
in a nucleus. Although #ree proton cannot decay by the beta deqay> n + e™ + v,
because it violates energy conservation (the final-state particles have greater total mass
than the proton), a proton bound in a nucleus can decay because of its binding energy. The
explanation for this is given in Chapter 2.

1.4.2 Feynman Diagrams

The forces producing all the above interactions are due to the exchange of particles and
a convenient way of illustrating this is to useynman diagramsThere are mathematical

rules and techniques associated with these that enable them to be used to calculate the
guantum mechanical probabilities for given reactions to occur, but in this book Feynman
diagrams will only be used as a convenient very useful pictorial description of reaction
mechanisms.

We firstillustrate them at the level of elementary particles for the case of electromagnetic
interactions, which arise from the emission and/or absorption of photons. For example, the
dominant interaction between two electrons is due to the exchange of a single photon,
which is emitted by one electron and absorbed by the other. This mechanism, which gives
rise to the familiar Coulomb interaction at large distances, is illustrated in the Feynman
diagram Figure 1.1a.

In such diagrams, we will use the convention that particles in the initial state are shown
on the left and particles in the final state are shown on the right. (Some authors take time to
run along they axis.) Spin—; fermions (such as the electron) are drawn as solid lines and
photons are drawn as wiggly lines. Arrowheads pointing to the right indicate that the solid
lines represent electrons. In the case of photon exchange between two positrons, which is

33 The reason that this decay involves an antineutrino rather than a neutrino will become clear in Chapter 3.
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e - et
@ (b)

Figure 1.1 Single-photon exchangein (@) + e~ — e + e and (b)e" + et — et +e". Time
as usual runs from left to right.

shown in Figure 1.1b, the arrowheads on the antiparticle (positron) lines are conventionally
shown as pointing to the left. In interpreting these diagrams, it is important to remember
that the direction of the arrows on fermion lines doesindicate the particle’s direction of

motion, but merely whether the fermions are particles or antiparticles; and that particles in
the initial state are always to the left and particles in the final state are always to the right.

Afeature of the above diagrams is that they are constructed from combinations of simple
three-line vertices. This is characteristic of electromagnetic processes. Each vertex has a
line corresponding to a single photon being emitted or absorbed, while one fermion line
has the arrow pointing towards the vertex and the other away from the vertex, guaranteeing
charge conservation at the vertex, which is one of the rules of Feynman diatfr&ors.
example, a vertex like Figure 1.2 would correspond to a process in which an electron
emitted a photon and turned into a positron. This would violate charge conservation and is
therefore forbidden.

Feynman diagrams can also be used to describe the fundamental weak and strong
interactions. This is illustrated by Figure 1.3a, which shows contributions to the elastic
weak scattering reactiogr + ve — € + ve due to the exchange of 2° and by Figure
1.3b that shows the exchange of a glupiirepresented by a coiled line) between two
quarks, which is a strong interaction.

Feynman diagrams that involve hadrons can also be drawn. As illustrations, Figure 1.4a
shows the decay of a neutron via an intermediate W boson; and Figure 1.4b denotes the
exchange of a charged pion (shown as a dashed line) between a proton and a neutron. We
shall see later that the latter mechanism is a major contribution to the strong nuclear force
between a proton and a neutron.

We turn now to consider in more detail the relation between exchanged particles and
forces.

et

Figure 1.2 The forbidden vertee™ — e* + y.

34 Compare Kirchhoff's laws in electromagnetism.
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Figure 1.3 (a) Contributions oZ° exchange to the elastic weak scattering reaction
€ + ve —> € + g (b) gluon exchange contribution to the strong interactiecnq — g + Q.

1.5 Particle Exchange: Forces and Potentials

This section starts with a discussion of the important relationship between forces and
particle exchanges and then relates this to potentials. Although the idea of a potential has
its greatest use in nonrelativistic physics, nevertheless it is useful to illustrate concepts and
is used in later sections as an intermediate step in relating theoretical Feynman diagrams
to measurable quantities. The results can be extended to more general situations.

1.5.1 Range of Forces

At each vertex of a Feynman diagram, charge is conserved by construction. We will see
later that, depending on the nature of the interaction (strong, weak or electromagnetic),
other quantum numbers are also conserved. However, it is easy to show that energy and
momentuncannotbe conserved simultaneously.

Consider the general case of a reaction- B — A + B mediated by the exchange of
a particleX, as shown in Figure 1.5. In the rest frame of the incident particle A, the lower
vertex represents thertual process (‘virtual’ becaus¥ does not appear as a real particle
in the final state),

A(MaC?, 0) = A(En, pac) + X(Ex, —paC), (1.35)

@ (b)

Figure 1.4 (a) The decay of a neutron via an intermeditédoson; and (b) single-pion exchange
in the reactionp +n — n+ p.
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Figure 1.5 Exchange of a particl& in the reactionA+ B — A+ B.

whereE, is thetotal energy of the final particlé andpa is its 3-momentund® Thus, if
we denote byP the 4-momentum for particlé,

Pa = (Ea/C, pPa) (1.36)
and
P2 = E3/c? — p4 = Mic% (1.37)

Applying this to the diagram and imposing momentum conservation, gives

1/2

Ea= (p2C2 + M,ﬁc“) and Ex = (pzc2 + M)Z(c“)l/z’ (1.38)

wherep = |pal. The energy difference between the final and initial states is given by

AE = Ex 4+ Exn— Mac®> — 2pc, p— o0

— My p— 0 (1.39)

and thusAE > Mxc? for all p, i.e. energy is not conserved. However, by the Heisenberg
uncertainty principle, such an energy violation is allowed, but only for a tirseh/AE,
so we immediately obtain

r < R=h/Mxc (1.40)

as the maximum distance over whighcan propagate before being absorbed by particle
B. This maximum distance is called thengeof the interaction and this was the sense of
the word used in Section 1.1.1.

The electromagnetic interaction has an infinite range, because the exchanged particle
is a massless photon. In contrast, the weak interaction is associated with the exchange of
very heavy particles — the&/ and Z bosons. These lead to ranges that from (1.40) are of
orderRy,z ~ 2 x 10~18m. The fundamental strong interaction has infinite range because,
like the photon, gluons have zero mass. On the other hand, the strong nuclear force, as
exemplified by Figure 1.4b, has a much shorter range of approximatel\2fix 10-*>m.

We will comment briefly on the relation between these two different manifestations of the
strong interaction in Section 7.1.

35 A resune of relativistic kinematics is given in Appendix B.
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1.5.2 The Yukawa Potential

In the limit thatM 5, becomes large, we can regddhs being scattered by a static potential
of which A is the source. This potential will in general be spin dependent, but its main
features can be obtained by neglecting spin and considetitm be a spin-0 boson, in
which case it will obey the Klein-Gordon equation,

2
—W% = —h2c?V2p(r, t) + M3ce(r, ). (1.41)
The static solution of this equation satisfies
22
V29() = “E-p(0), (L.42)

whereg(r) is interpreted as a static potential. Bdk = 0 this equation is the same as that
obeyed by the electrostatic potential, and for a point chargénteracting with a point
charge+e at the origin, the appropriate solution is the Coulomb potential
€ 1

47'[80I'7

V() = —ep(r) = -

(1.43)

wherer = |r| and ¢g is the dielectric constant. The corresponding solution in the case
whereM% # 0 is easily verified by substitution to be
g2 e—r/R
V() = e (1.44)

whereR is the range defined earlier agdthe so-calleadtoupling constantis a parameter
associated with each vertex of a Feynman diagram and represents the basic strength of the
interaction® For simplicity, we have assumed equal strengths for the coupling of particle
X to the particlesA andB.

The form ofV(r) in (1.44) is called &ukawa potentialafter the physicist who in 1935
first introduced the idea of forces due to the exchange of massive patfidiesviy — 0,
R — oo and the Coulomb potential is recovered from the Yukawa potential, while for very
large masses the interaction is approximately point-like (zero range). It is conventional to
introduce a dimensionless parametgrby

47hc’
that characterizes the strength of the interaction at short distanceR. For the electro-
magnetic interaction this is tHfae structure constant

o = e /4reohc~ 1/137 (1.46)

ax (1.45)

that governs the splittings of atom energy levé&ls.

36 Although we callg a (point) couplingconstantin general it will have a dependence on the momentum carried by the exchanged
particle. We ignore this in what follows.

37 For this insight, Hideki Yukawa received the 1949 Nobel Prize in Physics.

38 Like g, the couplingax will in general have a dependence on the momentum carried by pakicla the case of the
electromagnetic interaction, this dependence is relatively weak.
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The forces between hadrons are also generated by the exchange of particles. Thus, in
addition to the electromagnetic interaction between charged hadrons, all hadrons, whether
charged or neutral, experience a strahgrt-rangeinteraction, which in the case of two
nucleons, for example, has a range of about'iM, corresponding to the exchange of
a particle with an effective mass of abo;nth the mass of the proton. The dominant
contribution to this force is the exchange of a single pion, as shown in Figure 1.4b. This
nuclear strong interaction is a complicated effect that has its origins in the fundamental
strong interactions between the quark distributions within the two hadrons. Two neutral
atoms also experience an electromagnetic interaction (the van der Waals force), which has
its origins in the fundamental Coulomb forces, but is of much shorter range. Although an
analogous mechanism is not in fact responsible for the nuclear strong interaction, it is a
useful reminder that the force between tdistributionsof particles can be much more
complicated than the forces between the individual components. We will return to this
point when we discuss the nature of the nuclear potential in more detail in Section 7.1.

1.6 Observable Quantities: Cross-sections and Decay Rates

We have mentioned earlier that Feynman diagrams can be translated into probabilities
for a process by a set of mathematical rules fegnman Rulésthat can be derived

from the quantum theory of the underlying interaction. In the case of the electromagnetic
interaction, the theory is called Quantum Electrodynamics (QED) and is spectacularly
successful in explaining experimental resdfsVe will not pursue this in detail in this

book, but rather will show in principle their relation tbservablesi.e. things that can

be measured, concentrating on the cases of two-body scattering reactions and decays of
unstable states.

1.6.1 Amplitudes

The intermediate step is tlenplitudeM, the modulus squared of which is directly related
to the probability of the process occurring. To get some qualitative idea of the structure of
M, we will use nonrelativistic quantum mechanics and assume that the coupling constant
g? is small compared torhc, so that the interaction is a small perturbation on the free
particle solution, which will be taken as plane waves.

In lowest-order perturbation theory, the probability amplitude for a particle with initial
momentumg; to be scattered to a final state with momentgmby a potentialV (r) is
proportional tg°

M(q) = fd3r V(r)expiq - r/h), (1.47)

39 Richard Feynman, Sin-Itiro Tomonoga and Julian Schwinger shared the 1965 Nobel Prize in Physics for their work on
formulating quantum electrodynamics. The Feynman rules are discussed in an accessible way in Griffiths (1987).

40 This is called the Born approximation. For a discussion, see, for example, Section 10.2.2 of Mandl (1992), or pp. 397-399 of
Gaziorowicz (1974).
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whereq = g; — (¢ is the momentum transfer. The integration may be done using polar
co-ordinates. Taking in thez direction, gives

g-r =1qlrcosd (1.48)
and

d® =r2sind do dr dg, (1.49)

wherer = |r|. For the Yukawa potential, the integral (1.47) gives

—a2h?
2 g

= — . 1.50
M) = Gy vz (1.50)

In deriving (1.50) for the scattering amplitude, we have used potential theory, treating
the particleA as a static source. The partidiethen scatters through some angle without
loss of energy, so thad}; | = |q¢| and the initial and final energies of partidieare equal,

Ei = E+. While this is a good approximation at low energies, at higher energies the recoil
energy of the target particle cannot be neglected, so that the initial and final energies of
B are no longer equal. A full relativistic calculation taking account of this is beyond the
scope of this book, but in lowest-order perturbation theory the result is

g%h?

2y _
M(q )_ qz_ M)Z(CZ’

(1.51)

where
9° = (Er — E)%/¢? — (a5 — qi)° (1.52)

is the squared four-momentum transfer. The denominator in (1.51) is callpobitegator
In the low-energy limit,E; = E¢ and (1.51) reduces to (1.50). However, in contrast to
(1.50), which was derived in the rest frame of partidlethe form (1.51) is explicitly
Lorentz invariant and holds in all inertial frames of reference. It is thus also called the
invariant amplitude*

In the zero-range approximation, (1.51) reduces to a constant. To see this, we note that
this approximation is valid when the range= h/Mxc is very small compared with the
de Broglie wavelengths of all the particles involved. In particular, this impffes MZc?
and neglecting)? in (1.51) gives

M(q?) = -G, (1.53)
where the constari is given by
G 1/ g \? 4rax
(2 ) = 1.54
(ho®  hc (chz> (Mxc?)? (1.54)

and the right-hand side has the dimensions of inverse energy squared. Thus we see thatin the
zero-range approximation, the resulting point interaction betweamdB is characterized
by a single dimensioned coupling const@and notg andMy separately. As we shall see

41 Relativistic kinematics will be used in Chapter 5 when we discuss the scattering of high-energy leptons from nucleons.
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€ e

Figure 1.6 Two-photon exchange in the reactien+ e~ — e~ + €.

later, this approximation is extremely useful in weak interactions, where the corresponding
Fermi coupling constanimeasured for example in nuclegudecay, is given by

Gr
(ho)?

The amplitude (1.50) corresponds to the exchange of a single particle, as shown for
example in Figure 1.5. It is also possible to drawn more complicated Feynman diagrams
that correspond to the exchange of more than one particle. An example of such a diagram
for elastice”e~ scattering, where two photons are exchanged, is shown in Figure 1.6.
Multiparticle exchange corresponds to higher orders in perturbation theory and higher
powers ofg?.

The number of vertices in any diagram is called thder n, and when the amplitude
associated with any given Feynman diagram is calculated, it always contains a factor of
(v/@)". Since the probability is proportional to the square of the modulus of the amplitude,
the former will contain a factox". The probability associated with the single-photon
exchange diagrams of Figure 1.1 thus contain a factef ahd the contribution from two-
photon exchange is of ordef. Asa ~ 1/137, the latter is usually very small compared to
the contribution from single-photon exchange. This is a general feature of electromagnetic
interactions: because the fine structure constant is very small, in most cases only the lowest-
order diagrams that contribute to a given process need be taken into account, and more
complicated higher-order diagrams with more vertices can to a good approximation be
ignored in many applications.

=1.166x 10°° GeV 2. (1.55)

1.6.2 Cross-sections

The next step is to relate the amplitude to measurables. For scattering reactions, the
appropriate observable is tlseoss-sectionin a typical scattering experiment, a beam of
particles is allowed to hit a target and the rates of production of various particles in the
final state are counted.lt is clear that the rates will be proportional to: (a) the numier

of particles in the target illuminated by the beam; and (b) the rate per unit area at which
beam particles cross a small surface placed in the beam at rest with respect to the target

42 The practical aspects of experiments are discussed in Chapter 4.
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and perpendicular to the beam direction. The latter is callefiukand is given by
J = npyj;, (1.56)

wheren, is the number density of particles in the beam anis their velocity® in the rest
frame of the target. Hence the raté at which a specific reactionoccurs in a particular
experiment can be written in the form

W, = JNoy, (1.57a)

whereao;, the constant of proportionality, is called thess-sectioror reactionr. If the
beam has a cross-sectional aidts intensity isl = J Sand so an alternative expression
for the rate is

W = Noy1/S= lornit, (1.57b)

wheren, is the number of target particles per unit volume arid the thickness of the
target. If the target consists of an isotopic species of atomic iMads atomic mass units
(these are defined in Section 1.7 below), thee= pNa/Ma, wherep is the density of the
target and\ 4 is Avogadro’s constant. Thus, (1.57b) may be written

W = lor(pt)Na/Ma, (1.57¢)

where fpt) is a measure of the amount of material in the target, expressed in units of mass
per unit area. The form (1.57c) is particularly useful for the case of thin targets commonly
used in experiments (such as those of Rutherford and his collaborators) to reduce the
probability of multiple scattering. In the above, the prodditt is called thduminosity L,

ie.

L=JN (1.58)

and contains all the dependencies on the densities and geometries of the beam and target.
The cross-section is independent of these factors.

It can be seen from the above equations that the cross-section has the dimensions of an
area; the rate per target particde; at which the reaction occurs is equal to the rate at
which beam particles would hit a surface of aseaplaced in the beam at rest with respect
to the target and perpendicular to the beam direction. Since the area of such a surface is
unchanged by a Lorentz transformation in the beam direction, the cross-section is the same
in all inertial frames of reference; i.e. it is a Lorentz invariant.

The quantityo, is better named thpartial cross-sectionbecause it is the cross-section
for a particular reaction. Thetotal cross-sectiow; is defined by

oot = Y ot (1.59)
r

where the summation is over all allowed reactions. Another useful quantitydgffisential
cross-sectiondo; (6, ¢)/d<2, for a particular reaction, which is defined by

doy (6, ¢)

W, = JN

de, (1.60)

43 Strictly, theirspeed but we will conform to common usage and callthe velocity.
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X scattered particles

Figure 1.7 Geometry of the differential cross-section. A beam of particles is incident along the
z axis and collides with a stationary target at the origin. The differential cross-section is proportional
to the rate for particles to be scattered into a small solid ar@lendhe direction §, ¢).

where d\; is the measured rate for the particles to be emitted into an element of solid angle
dQ2 = dcosv d¢ in the direction €, ¢), as shown in Figure 1.7. The partial cross-section
oy is obtained by integrating the differential cross-section over all angles, i.e.,

o = / deb f dcos@daréf_z 2 (1.61)

The final step is to write these formulas in terms of the scattering amplitd¢) ap-
propriate for describing the scattering of a nonrelativistic spinless particle from a potential.
To do this it is convenient to consider a single beam particle interacting with a single target
particle and to confine the whole system in an arbitrary volMr(ghich cancels in the
final result). The incident flux is then given by

J=npuy =vyi/V (1.62)
and since the number of target particledNis= 1, the differential rate is

vi doy (0, ¢)
vV dQ

In quantum mechanics, provided the interaction is not too strong, the transition rate for any
process is given in perturbation theory by the Born approximétion

dW, = dQ. (1.63)

2T 2
dw, = 3 o(E¢). (1.64)

/ o YV ()Y,

The termp(E+) is thedensity-of-states factdsee below) and we take the initial and final
state wavefunctions to be plane waves:

1 1
Ui = Wexpﬁqi r/h), Y= WEXPQCH -1/h), (1.65)

44 This equation is a form of thBecond Golden Rule quantum mechanics. It is discussed in Section A.3.
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where the final momentum; lies within a small solid angle located in the direction
(8, ¢). (See Figure 1.7.) Then, by direct integration,

_ 2n
~ hvz
whereM(qg?) is the scattering amplitude defined in (1.50).

The density of states(E ;) that appears in (1.64) is the number of possible final states
with energy lying betweeit ; andE; + dE¢ and is given b§P

dw, IM(@%)2p(Er), (1.66)

\4 dqy
Ef) = ———q?—— 1.67
P(ED) = s g 2 (1.67)
where, nonrelativistically,
de/dEf =1/vs. (168)
If we use (1.66), (1.67) and (1.68) in (1.63), we have
do 1o
—— IM(@P). (1.69)

d_Q - 47 2R* VjUf

Although this result has been derived in the laboratory system, because we have taken a
massive target it is also valid in the centre-of-mass system.

The only place where nonrelativistic kinematics have been explicitly used in obtaining
(1.69) is in the derivation of the density-of-states factor, so to have a formula that is also
true for the general two-body relativistic scattering processb — ¢+ d, we have to
re-examine the derivative (1.68) using relativistic kinematics. In this case we can use

1/2

Ef = Ec+ Eq = (02 + m2c)? + (q7¢? + m2c?) (1.70)
to give
dE; (1 1
S g ). 171
dgi " (Ec+Ed> &7

which, using the relativistic relation= pc?/E (see Equation (B.11) of Appendix B) and
noting that in the centre-of-mass systpg= —py, yields

d(]f . 1
dEf - Uf’

wherev; is the modulus of the relative velocity of particlesandd. Thus the general
interpretation of (1.69) is thai; = |qc| = |gq] is the centre-of-mass momentum of the
final-state particles and ; are the relative velocities in the centre-of-mass of partiales
andb, andc andd, respectively.

All the above is for spinless particles, so finally we have to generalize (1.69) to include
the effects of spin. Suppose the initial-state particledb, have spinsS, and S, and

(1.72)

45 The derivation is given in detail in Section A.2.
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the final-state particlesandd have spinss and ;. The total numbers of spin substates
available to the initial and final states ayeandg;, respectively, given by

g =02S+1)(2S+1) and gf = (28 +1) (2% + 1). (1.73)

If the initial particles are unpolarized (which is the most common case in practice), then we
must average over all possible initial spin configurations (because each is equally likely)
and sum over the final configurations. Thus, (1.69) becomes

do s 2
dQ  4x2R* Uj Ut

IMiil?, (1.74)

where
IMi|? = |IM(?)[2 (1.75)

and the bar over the amplitude denotes a spin-average of the squared matrix element.

1.6.3 Unstable States

In the case of an unstable state, the observable of interest lifetime at restr, or
equivalently itsnatural decay widthgiven byI" = h/z, which is a measure of the rate of

the decay reaction. In general, an initial unstable state will decay to several final states and
in this case we definE; as thepartial width for a specific final statd and

I = Z]“f (1.76)
f

as thetotal decay widthwhile
Bi =I¢/T (1.77)

is defined as thbranching ratiofor decay to the staté.
The energy distribution of an isolated unstable state to a final btiades theBreit-Wigner
form

I
(W — M)2c* + ['2/4’

where M is the mass of the decaying state antlis the invariant mass of the decay
products® The Breit-Wigner formula is shown in Figure 1.8 and is the same formula that
describes the widths of atomic and nuclear spectral lines. (The overall factor depends on
the spins of the particles involved.) It is a symmetrical bell-shaped curve with a maximum
atW = M and a full widthI" at half the maximum height of the curve. It is proportional
to the number of events with invariant maas

If an unstable state is produced in a scattering reaction, then the cross-section for that
reaction will show an enhancement described by the same Breit-Wigner formula. In this
case we say we have produce@sonance statén the vicinity of a resonance of mahs,

Nf(W) X

(1.78)

46 This form arises from a state that decays exponentially with time, although a proof of this is quite lengthy. See, for example,
Appendix B of Martin and Shaw (2008).
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N(W)

/ \ W2

Mc2-T/2 Mc3+T/2

Figure 1.8 The Breit-Wigner formula (1.78).

and widthrI", the cross-section for the reactior> f has the form

I+
(E — Mc?)2 +T12/4°

afj X (1.79)

where E is the total energy of the system. Again, the form of the overall constant will
depend on the spins of the particles involved. Thus, for example, if the resonance particle
has spirj and the spins of the initial particles aggandS,, then

_ﬂﬁz 2] +1 i+
T g2 2SS +1)(2S+1) (E — Mc?)? 4+ I'2/4°

Ofj (1.80)

In practice there will also be kinematical and angular momentum effects that will distort
this formula from its perfectly symmetric shape.

An example of resonance formationa p interactions is given in Figure 1.9, which
shows ther ~ p total cross-section in the centre-of-mass energy range 1.2-2.4 GeV. (The
units used in the plots will become clear after the next section.) Two enhancements can
be seen that are of the approximate Breit-Wigner resonance form and there are two other
maxima at higher energies. In principle, the mass and width of a resonance may be obtained
by using a Breit-Wigner formula and varyid andT" to fit the cross-section in the region
of the enhancement. In practice more sophisticated methods are used that fit a wide range
of data, including differential cross-sections, simultaneously and also take account of
nonresonant contributions to the scattering. The widths obtained from such analyses are
of the order of 100 MeV, with corresponding interaction times of orde18, which is
consistent with the time taken for a relativistic pion to transit the dimension of a proton.
Resonances are also a prominent feature of interactions in nuclear physics and we will
return to this in Section 2.9 when we discuss nuclear reaction mechanisms.
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Figure 1.9 Total cross-sections for ~ p interactions. (Data from Cartet al. (1968)).

1.7 Units: Length, Mass and Energy

Most branches of science introduce special units that are convenient for their own pur-
poses. Nuclear and particle physics are no exceptions. Distances tend to be measured in
femtometres or, equivalenttiermis with 1 fm = 10"**m. In these units, the radius of

the proton is about 0.8 fm. The range of the strong nuclear force between protons and
neutrons is of order 1-2 fm, while the range of the weak force is of ordet ff. For
comparison, the radii of atoms are of ordef . A common unit for area is thiearn
defined by 1 b= 10728 m?. For example, the total cross-section fip scattering (a strong
interaction) is a few tens of millibarns (mb) (compare alsosthep total cross-section in
Figure 1.9), whereas the same quantity\fprscattering (a weak interaction) is a few tens

of femtobarns (fb), depending on the energies involved. Nuclear cross-sections are very
much larger and increase approximately li&3, whereA is the total number of nucleons

in the nucleus.

Energies are invariably specified in terms of the electron volt, eV, defined as the energy
required to raise the electric potential of an electron or proton by one volt. In S.I. units,
leV=1.6x 10 ?joules. The units 1 ke\= 10?eV, 1MeV= 10°eV, 1 GeV= 10°eV
and 1 TeV= 10'2eV are also in general use. In terms of these units, atomic ionization
energies are typically a few eV, the energies needed to bind nucleons in heavy nuclei are
typically 7-8 MeV per particle, and the highest particle energies produced in the laboratory
are of order of a few TeV for protons. Momenta are specified ifjceMeV/c etc.

In order to create a new particle of mads an energy at least as great as its rest energy
Mc? must be supplied. The rest energies of the electron and proton are 0.51 MeV and
0.94 GeV respectively, whereas tié and Z° bosons have rest energies of 80 GeV and
91 GeV, respectively. Correspondingly their masses are conveniently measured irf MeV/c
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or GeV/é&, so that, for example,
Me = 0.51MeV/c?, M, = 0.94GeV/c?,

1.81
Mw = 80.4GeV/c2, My = 91.2 GeV/c2. (1.81)

In S.I. units, 1 MeVc? = 1.78 x 10-3%kg. In nuclear physics it is also common to express
masses iratomic mass unitgu), defined asli2 the mass of the commonest isotope of
carbon: 1 u= 1.661 x 1072"kg = 9315 MeV/c?.

Although practical calculations are expressed in the above units, it is usual in particle
physics to make theoretical calculations in units chosen such thdt/27 = 1andc = 1
(callednatural unitg and many books do this. However, as this book is about both nuclear
and particle physics, practical units will be used, the sole exception being in Appendix D.
A table giving numerical values of fundamental and derived constants, together with some
useful conversion factors is given in Section E.1.

Problems

1.1 ‘Derive’ the Klein-Gordon equation using the information in Footnote 23 and verify
that the Yukawa potential (1.44) is a static solution of the equation.

1.2 Verify that the spherical harmoni¢} = ./ % sinp€? is an eigenfunction of parity

with eigenvalueP = —1.

1.3 A proton and antiproton at rest in an S-state annihilate to progfe& pairs. Show
that this reaction cannot be a strong interaction.

1.4 Suppose that an intrinsic C-parity factor is introduced into (1.15b), which then be-
comes

Clb, ¥) = Colb, ¥p).
Show that the eigenvalue corresponding to any eigenstaieisnmdependent oty,

so thatCy, cannot be measured.

1.5 In classical physics, in the absence of explicit electric charges, the electromagnetic
field may be described by an electric field veck(r, t) or a vector potentiah(r, t).
These are related blg = —dA/odt. If the electromagnetic interaction is invariant
under charge conjugation, deduce @@arity of the photon.

1.6 Show that a collection df particles with electric chargess and position vectors;
will have a zero electric dipole moment if time-reversal invariance holds.

1.7 Use the principle of detailed balance applied to the reactipms> 7 *d to deduce
that the spin of the* may be found from the expression

_1[4R (P}
31_2[3(%) l]’

wherep, » are the magnitudes of the proton and pion momenta and

_ do(pp— n*d)/d2
" do(rtd — pp)/dQ’
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where the differential cross-sections are at the same total centre-of-mass energy and
both beams and projectiles are unpolarized.

1.8 Consider the reactiom—d — nn, whered is a spin—1 S-wave bound state of a proton
and a neutron called the deuteron and the initial pion is at rest. Deduce the intrinsic
parity of the negative pion.

1.9 Write down equations in symbol form that describe the following interactions:

(a) elastic scattering of an electron antineutrino and a positron;
(b) inelastic production of a pair of neutral pions in proton-proton interactions;
(c) the annihilation of an antiproton with a neutron to produce three pions.

1.10 Draw a lowest-order Feynman diagram for the following processes.ta)elastic
scattering and (bgte~ — ete~; and (c) a fourth-order diagram for the reaction
y+y—>e+e.

1.11 Calculate the energy-momentum transfer between two particles equivalent to a dis-
tance of approach of (a) 1 fm and (b) fdm. Assuming that the intrinsic strengths
of the fundamental weak and electromagnetic interactions are approximately equal,
compare the relative sizes of the invariant (scattering) amplitudes for weak and elec-
tromagnetic processes at these two energy-momentum transfers.

1.12 Verify by explicit integration that

M(0®) = —g*h*(q® + mc?) ™
is the amplitude corresponding to the Yukawa potential (1.44).

1.13 Two beams of particles, consistingmbunches withN; (i = 1, 2) particles in each,
traverse circular paths and collide ‘head-on’. Show that in this case the general
expression for the luminosity (1.58) reduceslic= nN;N, f/A, where A is the
cross-sectional area of the beam dnid the frequency, i.ef = 1/T, whereT is the
time taken for the particles to make one traversal of the ring.

1.14 A thin (‘density’ 1 mg cnT?) target of?Mg (Ma = 24.3 atomic mass units) is
bombarded with a 10 nA beam of alpha patrticles. A detector subtending a solid angle
of 2 x 1072 sr, records 20 protons per second. If the scattering is isotropic, determine
the cross-section for tiéMg(«, p) reaction.

1.15 The cross-section for photon scattering from free electrons iheat mec? is given
in natural unitsby

8ra?

s
3m3

What is the value of in mb?



2
Nuclear Phenomenology

In this chapter we start to examine some of the things that can be learned from experiments,
beginning with basic facts about nuclei, their masses and what can be deduced about
their shapes and sizes. Then we discuss the important topic of nuclear stability and the
phenomenology of the various ways that unstable nuclei decay to stable states. Finally, we
briefly review the classification of reactions in nuclear physics. However, before any of
this, we have to introduce some notation, as follows.

Nuclei are specified by:

Z —atomic numbek= the number of protons,
N —neutron number= the number of neutrons,
A —mass numbet the number of nucleons, so that= Z + N.

We will also refer toA as thenucleon numberThe charge on the nucleus-sZ e, where

e is the absolute value of the electric charge on the electron. Nuclei with combinations
of these three numbers are also caltettlidesand are writterf'Y or 2Y, where Y is the
chemical symbol for the element. Some other common nomenclature is:

nuclides with the same atomic number are caitedopes
nuclides with the same neutron number are calletbnes
nuclides with the same mass number are caletars

The concept of isotopes was introduced in Chapter 1. For example, stable isotopes of
carbon aré?C and*3C, and the unstable isotope used in dating ancient objects (see later
in this chapter) ig4C. All three haveZ = 6.

2.1 Mass Spectroscopy

The mass of a nucleus is a fundamental quantity that uniquely defines the nuclide. An
accurate knowledge of its value is very important. For example, of knowledge of masses

Nuclear and Particle Physics: An Introduction, Second EditioBrian R. Martin
© 2009 John Wiley & Sons, Ltd
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Figure 2.1 Schematic diagram of a deflection mass spectrometer. (Adapted from Krane (1988).
Copyright (1998) John Wiley & Sons, Inc., reprinted with permission).

can be used to test nuclear models and those of short-lived exotic nuclei can help test
the standard model of particle physics in the context of the weak interaction and also
astrophysical models. A great deal of effort has been devoted to measuring masses, both
of stable and unstable nuclei. This is the topicrass spectroscopiiiat we now discuss.

2.1.1 Deflection Spectrometers

A relatively simple way of measuring masses is by passing ion beams through crossed
magnetic and electric fields. This technique has a long history dating from the time of the
pioneering research of J.J. Thomson, who in 1912 found the isotopes of Ne with masses
20 and 22, research that was continued by his one-time student A$tua principle of

the method is shown in Figure 2.1.

A source of ions of chargg, containing various isotopes, passes through a region where
there are uniform electric and magnetic fields at right angles, with magnittides! B;,
respectively. The electric field will exert a forcgk in one direction and the magnetic
field will exert a forcequB; in the opposite direction, where is the speed of the ions.

By balancing these forces, ions of a specific speed E/B; can be selected and allowed

to pass through a collimating slit. lons with other velocities (shown as dashed lines in
Figure 2.1) are deflected. The beam is then allowed to continue through a second uniform
magnetic field of magnitudB, where it bends in a circular path of radipsgiven by

mu = qBzp (2.1)

and sincey, B, andv are fixed, particles with a fixed ratgy m will bend in a path with a
unique radius. Hence isotopes may be separated and focused onto a detector (historically
a photographic plate). In the common case wtigre- B, = B,

q E

= 2.2
m = B2 (2.2)

1 Francis Aston was awarded the Nobel Prize in Chemistry for 1922 for the discovery of a large number of non-radioactive
isotopes using electromagnetic field spectroscopy.
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In practice, to achieve higher accuracy, the device is used to measure mass differences
rather than absolute values of mass.
2.1.2 Kinematic Analysis

Mass spectrometers of the deflection type cannot be used to find the masses of very short-
lived nuclei, but in these cases the masses can in principle be determined from kinematic
analysis of nuclear reactions as follows. Consider the inelastic rea&fera) A*, where

A* is the short-lived nucleus whose mass is to be determined. The kinematics of this are:

a(Ei, pi) + A(mac®, 0) — a(Er, pr) + A*(E, p), (2.3)

where we use tilded quantities to denote kinematics relatéd.tequating the total energy
before the collision

Erot(initial) = E; + mac? 4+ mac? (2.4a)
to the total energy after the collision
Ewot(final) = E¢ + E + mac® + m & (2.4b)
gives the following expression for the mass differene{ ma):

2
PP (2.5)

AE=(M-mpc?=FE —Ef —E =
( A ' f 2m, 2m, 2m

where we have assumed nonrelativistic kinematics. If the initial momentum of the projectile
is along thex direction and the scattering angledisthen from momentum conservation,

Px = pi — Pr cOSY, Py = pr sing (2.6)
and using these in (2.5) gives
e (1. M) m;, 2my 12
AE = E (1 ﬁ) Eq (1+ﬁ)+ =2 (E E)¥2 cosp. 2.7)

This formula can be used iteratively to dedut&, and hence the mass of the excited
nucleusA*, from measurements of the initial and final energy of the projectile by initially
settingm = mp on the right-hand side becauade is small in comparison witma. One

final point is that the kinetic energies in (2.7) are measured in the laboratory system,
whereas the final energies (masses) will be needed in the centre-of-mass system. The
relation between the two kinetic energies is easily found fo be

Ecm = Eiap(1+ Ma/ma) ™t (2.8)

A similar formula to (2.7) may be derived for the general reactda, b)B and is

m, m, 2
AE = E (1 — —a) — E¢ <1+ —b> + —(MamyE; Ef)Y2cosd + Q, (2.9)
Mg mg mg

whereQ is the kinetic energy released in the reaction.

2 Practical details of this and other early mass spectrographs may be found in, for example, Chapter 3 of Krane (1988).
3 See Appendix B, Equation (B.45).
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2.1.3 Penning Trap Measurements

Nowadays the most precise mass measurements come from storage devices that confine
ions in three dimensions by the use of well-controlled electromagnetic fields. Current mea-
surements for the massesof unstable nuclei yield values with accuracées/m ~ 10-8

and for stable nuclei even more accurate valuel0~'* have been obtained. The extreme
precision results from the extended time of observation of the ions, limited in principle
only by the lifetime of radioisotopes (i.e. isotopes that decay), the fact that experiments
with single ions are possible and that ions can be stored in ideal conditions.

There are two principal types of ion storage devicastraps which use a combination
of magnetic and electric fields to effect confinement; atatage rings which use a
combination of dipole magnets and quadrupole magnetic |énsas.traps are small
devices with dimensions of order centimetres, whereas storage rings have dimensions of
several metres. Since the accuracy of mass measurements for unstable nuclei using ion
traps is at present about an order-of-magnitude better that that obtained in storage rings,
we will restrict the discussion to ion traps and in practice to just one typeRdhaing
trap, which uses a homogeneous magnetic field together with a static electric quadrupole
field to effect confinement. A related device calleaal trapuses a radio frequency (r.f.)
quadrupole electric field to achieve the same &nd.

To obtain spatial confinement requires a potential minimum in all three dimensions and
in principle the best configuration is one that results in the confined particle executing
simple harmonic motion about the centre of confinement. We will describe the basic ideas
of how this is achieved in the Penning trap. A particle with charged massn moving
with velocity v in a pure homogeneous magnetic fiBldaken for convenience to be in the
z direction, will experience a Lorentz forée= qv x B and undergo so-callec/clotron
oscillationsat the frequency

qB

we =~ (2.10)
whereB = |B|. The circular motion of the particle around the magnetic field lines confines
it in the radial plane, but does not prevent it spiralling out of the trap along the field lines.
To prevent this, a weak axially symmetric restoring electrostatic potential is superimposed
along the magnetic field lines to produce a saddle point at the centre and hence the
desired three-dimensional confinement. This potential requires, for positively charged
ions, a potential minimum along the magnetic field axis and the lowest potential that
satisfies this requirement is the quadrupole potential. In the Penning trap this is created by
three electrodes of hyperboloidal shapes, two end caps at a positive potential and a ring
electrode at a lower potential inserted between them. This is illustrated in Figure 2.2(a).
The co-ordinates of the electrodes are given by

2 2
N a— (2.11)
" %

4 A detailed account of both types of ion storage devices may be found in Blaum (2006), from which some of the information in
this section is derived.

5 The Penning trap was invented by Dehmelt who named it after the pioneering work of Penning in the late 1930s on increasing
the efficiency of ionization vacuum gauges. For the development of ion trap techniques Hans Dehmelt and Wolfgang Paul received
half share of the Nobel Prize in Physics for 1989.
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Figure 2.2 (a) Schematic diagram of the arrangement of the electrodes in a Penning trap.
(b) resulting modes of motion of the ion.

where the positive sign refers to the ring electrode and the negative sign refers to the
endcaps. In additiory = v/22o.

This structure has rotational symmetry around ztexis, and the potential inside the
electrode configuration is given by

U 2 2
d(z,r) = E(ZZ —r9), (2.12)
whereU is the voltage applied to the electrodes (with appropriate polarity) and
d=1(22+r2)"" (2.13)

is a characteristic dimension of the trap.

Solving the equations of motions for all three co-ordin&tesults in three independent
motional modes. The first is a harmonic trapping motion along the trap axis with axial
oscillation frequency

qu
ot
In addition, in the radial plane, there are two independent modes superimposed: a circular
cyclotron motion at a (slightly perturbed) cyclotron frequency

(2.14)

Wz =

2 2
w¢ wE w5

== — - = 2.15

and a circular magnetron motion with frequency

2 2
w¢ W w5

== == — =, 2.16

-T2 Va2 (2.16)

which is a slow drift in theE x B field. The amplitudes and phases of the harmonic and
circular modes depends on the initial conditions, i.e. on the position and velocity of the
ion at the moment of creation within the trap volume, or the circumstances of its injection

6 The interested reader can find the details in Brown and Gabrielse (1986).
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from an external source. These modes of motion are shown in Figure 2.2(b). The combined
motion of the ion in the trap is very complicated and difficult to illustrate (it traces out a
so-called epitrochoid), but is somewhat similar to that along the coil of a ‘slinky spring’
oscillating along the trajectory of the curve of axial motion, with the radius of the spring
determined by the cyclotron frequency. For bounded motion, the square roots in (2.15)
and (2.16) must be positive, leading to the trapping conditigpn- 22 > 0 and hence,

from (2.10) and (2.14), the condition on the magnetic field needed to balance the radial
component of the applied electric field:

2muU
2
Using this condition, a series expansion of the radial eigenfrequengigs/es
U
w_ =~ m and Wy = W — m (218)
Thus,
we =w; +w_  and a)g = a)i +w? + a)g (2.19)

Therefore to determine the mass we can either directly measure the cyclotron frequency or
the individual radial frequencies.

All the above is for an ideal Penning trap. In a real trap there will be imperfections of
various types (field inhomengenuities, misalignment of the trap and magnetic field axes
etc.) that will distort the above picture and lead to systematic uncertainties in the final mass
determination unless they are corrected’for.

Before any measurements can be made, the ions have to be produced and contained
in the trap, then manipulated is such a way that a frequency measurement can Be made.
lons are most easily confined if they are produced within the trap and this is the method
generally used for stable ions. A simple method is to pass an atomic beam through the trap
where it collides with electrons from a filament placed near one of the end cap electrodes.
The trap can be filled very rapidly using this method, in a fraction of a second. A high-
efficiency is not important and neither is a fast measurement required, although other, more
complex, but more efficient, methods are available. Short-lived ions however, are usually
delivered from external sources outside the trap and with beam energies that range from
several tens of keV to several Gev. (The production of beams of unstable nuclei is briefly
discussed in Section 4.2.3.) Moreover, the more exotic species, of considerable interest to
astrophysicists, are often available only at very low rates of 100 ions per sec or less. Thus
highly efficient methods of slowing down and bunching the beams are required to move
the incoming ions from their initial trajectories to an orbit bound in the trap. This can be
done by various means that all utilize one of two basic approaches.

In the first, the trap is closed around the ion as it passes through. In the Penning trap, the
ions pass the first endcap electrode, which is held at ground potential. lons of sufficient low
energy are reflected at the high potential of the second endcap and bounce back towards
the entry endcap. Before they have time to exit the trap, the first endcap is returned to

7 Real Penning traps are discussed in Ghosh (1995), Major, Gheorghe and Worth (2005) and Blaum (2006).
8 We will discuss these topics only briefly. The details may be found in the references in the previous footnote.
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its normal high potential, closing the trap and capturing the ions. In the second approach,
the energy of the ions is rapidly dampened as they travel through the trap. This is most
easily achieved by collisions with the atoms of a neutral buffer gas, but other methods are
available that can produce much lower temperatures.

Next the ions are manipulated to enable measurements to be made. In an ideal Penning
trap, each of the three independent modes of oscillation represents simple harmonic motion
with fixed eigenfrequencies. A resonant excitation by a dipole r.f. field at one of the
eigenfrequncies can be used to manipulate the corresponding eigenmotion. The increase in
the amplitude of the motion can be used to determine the eigenfrequency of the motion, orto
remove unwanted ion species from the trap. A quadrupole excitation at the sum of individual
eigenfrequencies can be used to couple eigenmotions and to determine frequencies. In mass
spectroscopy it is commonly used to measure the sum frequeneyw, + w_.

Finally, a frequency measurement is made. There are two techniques: destructive and
nondestructive. In the former, the ions are lost after the measurement and the trap must
be reloaded; in the latter the ions remain in the trap and may be reused for additional
experiments. Nondestructive methods are preferable for stable ions or long-lived radionu-
clides with low production rates, whereas the destructive method is acceptable for the
very short-lived radioinuclides as they will rapidly decay anyway. Currently two methods
of measuring frequency are in use: (1) manipulation of the ion motion by r.f. fields and
measurement of the time-of-flight (TOF) of the ions after ejection from the trap to an ion
detector placed outside the magnetic field; and (2) observation of the oscillating image
currents induced by the motion of the ion in the trapping electrodes. We will just describe
the former, which is routinely used for measurements on short-lived radionuclides.

In TOF detection, the ions are passed into the trap as a pulsed low-energy beam and
are captured in the centre of the trap. The trapped ions are excited to a finite magnetron
radius by a dipole excitation, and this magnetron motion is then converted to modified
cyclotron motion by applying an azimuthal r.f. quadrupole excitation close to the cyclotron
frequency for timeTyps. The ions are then ejected from the trap by lowering the trapping
potential of the downstream endcap electrode and they drift along the field lines to an ion
detector. As the ions leave the trap they pass through the magnetic field gradient and are
accelerated towards the detector (i.e. their cyclotron motion is converted into longitudinal
motion). Resonantly excited ions arrive earlier at the detector than those ions that have been
excited nonresonantly, so the experiment is repeated for a range of excitation frequencies.
An example of a resulting plot of time-of-flight versus excitation frequency is given in
Figure 2.3 and shows a clear resonance.

The theoretically expected line shape is mainly determined by Fourier transformation of
the rectangular shape of the excitation field. This expectation is seen to represent the data
very well. The half-width of the resonance can be shown to be

AC{)C -~ 1

Af = ~
¢ 2 Tobs

(2.20)

and thus the resolving power is

Rzﬂz fe
Am  Af;

~ fTops ~ 4 x 10°. (2.21)
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Figure 2.3 Cyclotron resonance féPRb obtained for an excitation tinig,s = 3.6 s. (Reprinted
from Konig et al. Copyright 1995, with permission from Elsevier).

This is an important parameter because it can be shown that the statistical uncertainty in
the mass measurement is given by

<8m) N 1 _ 2rm (2.22)
M /stat R\/ Ntot Tobsq BV Ntot ’ .

where N is the total number of ions recorded in a single resonance. In practice at least
about 100 ions have to be recorded within one resonance to get a proper fit. (In the example
shown in Figure 2.3, this would givim/m ~ 3 x 10-8.) From these results and the fact

that radionuclides will decay exponentially (see Section 2.5), one can compute that the
statistical accuracy is highest for an observation time that is about 2.9 times the half-life of
the short-lived nuclide. (See Problem 2.1.) It follows from (2.22) that the resolving power
and hence the accuracy are increased for highly charged ions. Alternatively, for a given
accuracy, much shorter observation times can be used compared to those for singly-charged
ions, thus opening up the possibility of measurements on very short-lived nuclides.

2.2 Nuclear Shapes and Sizes

The shape and size of a nucleus may be found from scattering experiments, i.e. a projectile is
scattered from the nucleus and the angular distribution of the scattered particles examined,
as was done by Rutherford and his collaborators when they deduced the existence of
the nucleus. The interpretation is simplest in those cases where the projectile itself has no
internal structure, i.e. is an elementary particle, and electrons are often used. In this case the
relevant force is electromagnetic and we learn aboutliagge distributiorin the nucleus.

The first experiments of this type were performed by Hofstader and his collaborators in
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the 19509. If instead of an electron a hadron is used as the projectile, the nuclear strong
interaction has also to be taken into account and we can find information abonattes
densityNeutrons are commonly used so that Coulomb effects are absent. We discuss these
two cases in turn.

2.2.1 Charge Distribution

To find the amplitude for electron-nucleus scattering, we should in principle solve the
Schiddinger (or Dirac) equation using a Hamiltonian that includes the full electromagnetic
interaction and use nuclear wavefunctions. This can only be done numerically. However,
in Appendix C we derive a simple formula that describes the electromagnetic scattering
of a charged particle in the Born approximation, which assudwes= 1 and uses plane
waves for the initial and final states. This leads to Fheherford cross-sectignvhich in

its relativistic form may be written

2.2 2
(d_6> - Loty (2.23)
de Rutherford 4E Sm4(9/2)

whereE is the total initial energy of the projectile aridis the angle through which it
is scattered. Note that (2.23) is of ordet because it corresponds to the exchange of a
single photon. Although (2.23) has a limited range of applicability, it is useful to discuss
the general features of electron scattering.

Equation (2.23) actually describes the scattering of a spin-0 point-like projectile of unit
charge from a fixed point-like target with electric cha@e i.e. the charge distribution of
the target is neglected. It therefore needs to be modified in a number of ways before it can
be used in practice. We will state the modifications without proof.

Firstly, taking account of the electron spin leads to the so-cletd cross-section

do do
hadl = (= 1 — B?sirf(6/2)], 2.24
<dQ>Mott (dQ>Rutherford[ ,3 * ( / )] ( )

wheref = v/candu is the velocity of the initial electron. At higher energies, the recoil of
the target needs to be taken into account and this introduces aEg¢i®on the right-hand

side of (2.24), wher&’ is the final energy of the electron. At higher energies we also need
to take account of the interaction with the magnetic moment of the target in addition to its
charge. The final form for the differential cross-section is

do) (da) E’ ( 9)
— =(—= —(1+2rtarf = ), (2.25)
<dQ spin—-1/2 de Mott E 2
where
_q2
T = Vi (2.26)

andM is the target mass. Because the energy loss of the electron to the recoiling nucleus
is no longer negligibleq, the previous momentum transfer, has been replaced by the

9 Robert Hofstader shared the 1961 Nobel Prize in Physics for his pioneering electron scattering experiments.
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four-momentum transfar, whose square is

/

@ = (p— ) = 2’ — 2AEE/S — Ipllp|cost) =~y siF(0/2),  (227)
where p(p’) is the four-momentum of the initial (final) electron. (Becawge< 0, it is
common practice to replace it witQ? = —q?, so as to work with positive quantitié®)
For the rest of this discussion it will be sufficient to ignore the magnetic interaction,
although we will use a variant of the full form (2.25) in Chapter 5.

The final modification is due to the spatial extension of the nucleus. If the spatial charge
distribution within the nucleus is writtefi(r) then we define théorm factor Hg?) by

F(q?) = %a/eiq'r/ﬁf(r)d% with Ze=/ f(r)dr, (2.28)

i.e. the Fourier transform of the charge distributiéin the case of a spherically symmetric
charge distribution, the angular integrations in (2.28) may be done using spherical polar
co-ordinates to give

F(qd) = g/rp(r)sin (q—ﬁr> ar, (2.29)
0

whereq = |g| andp(r) is the radial charge distribution. The final form of the experimental
cross-section in this approximation is giventby

do do
oy _ (% F (0?2 2.30
(da)exm (dsz)mn' @ (2:39)

Two examples of measured cross-sections are shown in Figure 2.4. Striking features are
the presence of a number of well-defined minima superimposed on a rapid decrease in the
cross-section with angle. These features are common to all elastic data, although not all
nuclei show so many minima as those shown and their depth and sharpness depends on the
nuclear size, as we show below. The minima are due to the form factor and we can make
this plausible by taking the simple case where the nuclear charge distribution is represented
by a hard sphere such that

p(r)y=-constant r <a

=0 r-a (2.31)
wherea is a constant. In this case, evaluation of (2.29) gives
F(q?) = 3[sin(b) — bcosp)]b~3, (2.32)

10 To remove any confusion, in the nonrelativistic case, which we use in the rest of this chapiaterpreted to bg = |q| > 0

whereq = p — p/, as was used in Section 1.6.1. (In that sectjor= p andq: = p’.) We will need the four-momentum definition

of g in Chapter 5.

11 gtrictly this formula assumes that the recoil of the target nucleus is negligible and the interaction is relatively weak, so that
perturbation theory may be used.

12 |f the magnetic interaction were included, another form factor would be necessary, as is the case in high-energy electron
scattering discussed in Chapter 5.
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Figure 2.4 Elastic differential cross-sections as a function of the scattering angle for 450 MeV
electrons fron?®Ni and 758 MeV electrons frorffCa. The solid lines are fits as described in the
text. (Adapted from Siclet al. (1975) — Ni data) and Bellicaret al. (1967) — Ca data. Copyright
American Physical Society, reprinted with permission).

whereb = qa/h. ThusF (g?) will be zero at values df for whichb = tan(). In practice,
as we will see below,(r) is not a hard sphere, and although it is approximately constant for
much of the nuclear volume, it falls smoothly to zero at the surface. Smoothing the edges
of the radial charge distribution (2.31) modifies the positions of the zeros, but does not
alter the argument that the minima in the cross-sections are due to the spatial distribution
of the nucleus. The actual positions and depths of the zeros result from a combination of
the form factor and the point-like amplitude. We shall see below that the minima can give
information about the size of the nucleus.

If one measures the cross-section for a fixed energy at various angles (and hence, from
(2.27), at varioug)?), the form factor can in principle be extracted using (2.30) and one
might attempt to find the charge distribution from the inverse Fourier transform

__Ze 2 oG/
f(r)= @) / F()e d“q. (2.33)
However,g? only has a finite range for a fixed initial electron energy and even within this
range the rapid fall in the cross-section means that in practice measurements cannot be
made over a sufficiently wide range of angles for the integral in (2.33) to be evaluated
accurately. Thus, even within the approximations used, reliable charge distributions cannot
be found from (2.33). Therefore different strategies must be used to deduce the charge
distribution.

In one approach, plausible, but very general, parameterized forms (for example a sum
of Gaussians) are chosen for the charge distribution and are used to modify the point-like
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Figure 2.5 Radial charge distributions,;, of various nuclei, in units o€fm=3. The thickness of
the curves near = 0 is a measure of the uncertaintydg,. (Adapted from Frois (1983)).

electromagnetic interaction. The resulting Satinger (or Dirac) equation is solved numer-
ically to produce an amplitude, and hence a cross-section, for electron-nucleus scattering.
The parameters of the charge distribution are then varied to give a good fit the experimental
data. The solid curves in Figure 2.4 are obtained in this way.

Some radial charge distributions for various nuclei obtained by these methods are shown
in Figure 2.5. They are well represented by the form

0
Pch

peh(r) = R ETR

(2.34)
wherea andb for medium and heavy nuclei are found to be

a~ 1.07AY3fm; b ~ 0.54 fm. (2.35)
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From this we can deduce that the charge density is approximately constant in the nuclear
interior and falls fairly rapidly to zero at the nuclear surface, as anticipated above. The
value of,ogh is in the range 0.06—0.08 for medium to heavy nuclei and decreases slowly

with increasing mass number.
A useful quantity is thenean square charge radius

2 _i 2 3
rey = Ze/r f(r)d°r. (2.36)

This can be found from the form factor as follows. Expanding the expression (2.28) for

F(g?) gives
F@) =5 [ 1 ()Z ("q'rc"s’@) o (2.37)

and after doing the angular integrations this becomes

Fa) = o5 [ 1orr - ‘ot (2.38)
Ze
0
From the normalization of (r), we finally have
2 9 -
@) AN (2.39)
and thus the mean square charge radius can be found from
2
r3) = —652&2) : (2.40)
dq q2=0

provided the form factor can be measured at very small valugg.dfor medium and
heavy nucleir?)/? is given approximately by

r3)¥2 = 0.94AY3 fm. (2.41)

The nucleus is often approximated by a homogeneous charged sphere. Th&rafdiois
sphere is then quoted as the nuclear radius. The relation of this to the mean square charge
radius isR? = 2(r?), so that

R=121AY3fm. (2.42)

2.2.2 Matter Distribution

Electrons cannot be used to obtain the distributions of neutrons in the nucleus. We could
however take the presence of neutrons into account by multiplyis(@) by A/Z. Then
one finds an almost identical nuclear density in the nuclear interior for all nuclei because the
decrease ipg, with increasingA is compensated by the increaseApZ with increasing

13 The constant comes from a fit to a range of data, e.g. the compilation ferA5< 209 given in Barrett and Jackson (1977).
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A. The interior nuclear density is given by
pnucl & 0.17 nucleongfm?®. (2.43)
Likewise, the effective nuclear matter radius for medium and heavy nuclei is
Rnuclear = 1.2 AY3fm. (2.44)

These are important results that will be used extensively later in this chapter and elsewhere
in this book.

Although the relations (2.42) and (2.44) are valid for the vast majority of nuclei, there are
some very interesting exceptions. These are the so-dadilednuclej which have spatial
extents far larger than expectations. We will return to this briefly in Section 9.2.2.

To probe the nuclear (i.e. matter) density of nuclei experimentally, a strongly interacting
particle, i.e. a hadron, has to be used as the projectile. At high energies, where elastic
scattering is only a small part of the total interaction, the nucleus behaves more like an
absorbing sphere. In this case, the incident particle of momeptwiti have an associated
guantum mechanical wave of wavelengtk= h/p and will suffer diffraction-like effects,
as in optics. To the extent that we are dealing at high energies purely with the nuclear
strong interaction (i.e. neglecting the Coulomb interaction), the nucleus can be represented
by a black disk of radiug, and the differential cross-section will have a Fraunhofer-like
diffraction form, i.e.

o [X@R7]
whereq R~ pRg for smallg and J; is a first-order Bessel function. For large,
2 b4
2 o i _ =
[3(@R)]? ~ <ﬂq R) sir (q R 4) : (2.46)

which has zeros atintervals? = 7/ pR. The plausibility of this interpretation is borne out

by experiment, an example of which is shown in Figure 2.6. The data show a succession of
roughly equally spaced minima as suggested by (2.46). If the Coulomb interaction cannot
be neglected, as for example in the case of scattering of heavy ions from a heavy target,
then the resulting angular distribution closely resembles a Fresnel diffraction pattern from

the edge of a circular disc.

To go further requires solving the equations of motion, but this is far more problematical
than in the electron case because hadrons are more likely to be absorbed as they pass
through the nucleus and the effective potential is far less well known. However the analogy
with optics can be pursued further in the so-caltgdical model The essential idea in
this model is that a hadron incident on a nucleus may be elastically scattered, or it may
cause a variety of different reactions. As in the discussion above, if the incident particle is
represented by a wave, then in classical language it may be scattered, or it may be absorbed.
In optics this is analogous to the refraction and absorption of a light wave by a medium
of complex refractive index, and just as the imaginary part of the refractive index takes
account of the absorption of the light wave, so in the nuclear case the imaginary part of a
complex potential describing the interaction takes account of all the inelastic reactions. It
is an essential feature of the model that the properties of nuclei are mainly determined by
their size, as this implies that the same potential can account for the interaction of particles
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Figure 2.6 Elastic differential cross-sections for 52 MeV deuterons>tfe. (Adapted from
Hintenbergeet al. (1968). Copyright (1968) Elsevier, reprinted with permission).

of different energies with different nuclei. Apart from the theoretical basis provided by
analogy with classical optics, the model is essentially phenomenological, in that the values
of the parameters of the optical potentials are found by optimizing the fit to the experimental
data. This type of semi-phenomenological approach is common in both nuclear and particle
physics.

In practice, the Scliiddinger equation is solved using a parameterized complex potential
where the real part is a sum of the Coulomb potential (for charged projectiles), an attractive
nuclear potential and a spin-orbit potential; and the imaginary part is assumed to cause
the incoming wave of the projectile to be attenuated within the nucleus, thereby allowing
for inelastic effects. Originally, mathematical forms like (2.34) were used to parameterize
the real and imaginary parts of the potential, but subsequent work indicated substantial
differences between the form factors of the real and imaginary parts of the potential and
so different forms are now used for the imaginary part. The free parameters of the total
potential are adjusted to fit the data.

The optical model has achieved its greatest success in the scattering of nucleons, and
a wide range of scattering data can be accounted for to a high degree of precision by the
model. Examples of this are shown in Figure 2.7. The corresponding wavefunctions are
extensively used to extract information on nuclear structure. The conclusions are in accord
with those above deduced indirectly from electron data.

2.3 Semi-Empirical Mass Formula: the Liquid Drop Model

2.3.1 Binding Energies

Just as in the case of electrons in atoms, the forces that bind nucleons in nuclei contribute
to the total mass of an atoM (Z, A) and in terms of the masses of the protdg neutron
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Figure 2.7 Differential cross sections (normalized to the Rutherford cross-section) for the elastic
scattering of 30.3 MeV protons, for a range of nuclei compared with optical model calculations. The
solid and dashed lines represent the results using two different potentials. (Adapted from Satchler
(1967). Copyright (1967) Elsevier, reprinted with permission).

M, and electromme,
M(Z, A) < Z(Mp +me) + N My, (2.47)
Themass deficits defined as
AM(Z, A= M(Z, A) — Z(Mp +me) — N M, (2.48)

and—AMGc? is called thebinding energy B

A commonly used quantity of interest is tlinding energy per nucleon B\. This
is shown schematically in Figure 2.8 for nuclei that are stable or long lived. This shows
that B/ A peaks at a value of 8.7 MeV for a mass number of about 56 (close to iron) and
thereafter falls very slowly. Excluding very light nuclei, the binding energy per nucleon
is between 7 and 9 MeV over a wide range of the periodic table. In the next section we
discuss a model that provides an explanation for the shape of this curve.
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Figure 2.8 Binding energy per nucleon as a function of mass number A for stable and long-lived
nuclei.

2.3.2 Semi-empirical Mass Formula

Apart from the lightest elements and a few special isolated very stable nuclei, the binding
energy data of Figure 2.8 can be approximated by a simple formula containing just a
few free parameters. This is tsemi-empirical mass formul&rst written down in 1935
by Weizsacker. It is asemiempirical formula, because although it contains a number
of constants that have to be found by fitting experimental data, the formula does have a
theoretical basis. This arises from the two properties common to most nuclei (the exceptions
are those with very smafl values) that we have seen earlier: (1) the interior mass densities
are approximately equal; and (2) their total binding energies are approximately proportional
to their masses. There is an analogy here with a classical model of a liquid drop, where
for drops of various sizes: (1) interior densities are the same; and (2) latent heats of
vaporization are proportional to their mass&siowever, the analogy of a nucleus as an
incompressible liquid droplet, with the nucleons playing the role of individual molecules
within the droplet, cannot be taken too far, because of course nucleons obey the laws of
quantum, not classical, physics.

The semi-empirical mass formula will be taken to applyatomicmasses, as these are
the masses actually observed in experiment. The atomickhégsA) may then be written
as the sum of six term§ (Z, A):

5
M(Z, A) =" fi(Z. A). (2.49)
i=0

14 Latent heat is the average energy required to disperse the liquid drop into a gas and so is analogous to the binding energy per
nucleon.
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The first of these is thmass of the constituent nucleons and electrons
fo(Z, A) = Z(Mp + me) + (A — Z)Mp. (2.50)

The remaining terms are various corrections, which we will write in the fgrmultiplied
by functions ofZ and A with & > 0.
The most important correction is tkelumeterm,

f1(Z, A) = —aA. (251)

This arises from the fact the strong nuclear force is short-range and each nucleon therefore
feels the effect of only the nucleons immediately surrounding it (the force is said to be
saturated, independent of the size of the nucleus. Recalling the important result deduced
in Section 2.2 that the nuclear radius is proportionalAlé®, this leads immediately to
the binding energy being proportional to the volume, or nuclear mass. The coefficient is
negative; i.e. it increases the binding energy, as expected.

The volume term overestimates the effect of the nuclear force because nucleons at the
surface are not surrounded by other nucleons. Thus the volume term has to be corrected.
This is done by theurfaceterm

f2(Z, A) = ap A?3, (2.52)

which is proportional to the surface area and decreases the binding energy. In the classical
model of a real liquid drop, this term would correspond to the surface tension energy.

The Coulombterm accounts for the Coulomb energy of the charged nucleus, i.e. the
fact that the protons repel each other. If we have a uniform charge distribution of radius
proportional toA/3, then this term is

Z(Z-1) Z2
~ ag )
AL/3 AL/3

f3(Z, A) = a3 (253)
where the approximation is sufficiently accurate for the valueswe will be considering.
A similar effect would be present for a charged drop of a classical liquid.

The next term is thasymmetryerm

(Z - A2y
A )

which accounts for the observed tendency for nuclei to Raxe N. (No stable nuclei exist

with very large neutron or proton excesses — cf. Figure 2.12.) This term is purely quantum

mechanical in origin and is due to the Pauli principle.

Part of the reason for the form (2.54) can be seen from the diagram of Figure 2.9, which
shows the energy levels of a nucleus near the highestfilled level in the approximation where
all the energy levels are separated by the same enef§KeepingA fixed and removing
a proton from level 3 and adding a neutron to level 4, givds{(Z) = 2 and leads to
an energy increase af. Repeating this for more protons, we find that the transfer of
(N — Z)/2 nucleons decreases the binding energy by an ambo(Mt— Z)?/4. Although

fA(Z, A) = ay (2.54)

15 This is essentially the Fermi gas model, to be discussed in Chapter 7.
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Figure 2.9 Schematic diagram of nuclear energy levels near the highest filled levels.

we have assumed! is a constant, in practice the spacing of levels close to the highest filled
level is proportional toA~1; hence the final form of the asymmetry term.
The final contribution is the empiricphiring termwith the form

fs(Z, A) = —f(A), if Zeven A—Z = N even
fs(Z, A) =0, if Zeven A—Z =Nodd; o Zodd A—Z = N even (2.55)
fs(Z, A) = +f(A), if Zodd A—Z = N odd

This arises from the tendency of like nucleons in the same spatial state to couple pairwise to
configurations with spin-0. When coupled like this, the wavefunctions of the two nucleons
heavily overlap and so on average they are closer together than when coupled in other
configurations, and hence are more tightly bound. When there is an odd number of nucleons,
this term does not contribute. Thus, when bdthndN are odd, the binding energy may
be increased by converting one of the odd protons to a neutron (or vice versa) so that it
can now form a pair with its formerly odd partner. The evidence for this is that there are
only four stable nuclei with odtN andZ, whereas there are 167 with evilnandZ. The
form used forfs is empirical, butf (A) = as A~Y2 represents the trend of the data for the
pairing energies and is often used.

To help remember these terms, the notation VSCAP is frequently used, with

Q=2a;, aA&=d, a=8a, aa=3a, ap=as (2.56)

Precise values of the coefficients depend a little on the rangefitted. One commonly
used set is, in units of MeV#c'® :

a, =1556, a;=1723 a;=0697 a,=9314 a,=12 (2.57)

The fit to the binding energy data f& > 20 using these coefficients in the SEMF is
shown in Figure 2.10. Overall the fit to the data is remarkably good for such a simple
formula, but is not exact of course. For example there are a small number of regions where
the binding energy curves show enhancements that are not reproduced. These enhancements
are due to the existence of a ‘shell structure’ of nucleons within the nucleus, similar to the
shell structure of electrons in atoms, and will be discussed in Section 7.3. Nevertheless, the
SEMF gives accurate values for the binding energies for some 200 stable and many more

16 Note that some authors write the asymmetry term proportionaZ te (N)?, which is equivalent to the form used here, but
their value for the coefficierda, will differ by a factor of four from the one in (2.57).
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Figure 2.10 Fit to binding energy data (shown as solid circles) for @dand evenA nuclei using
the SEMF with the coefficients given in the text. The predictions are shown as open circles. These
do not lie on smooth curves becausés not a function ofZ.

unstable nuclei. We will use it to analyse the stability of nuclei with respegitecay and
fission. The discussion of decay is deferred until Section 7.6.

Using the numerical values of (2.57), the relative sizes of each of the terms in the SEMF
may be calculated, and for the case of dddre shown in Figure 2.11. For clarity, the
curves have been smoothed, becazise not a function ofA. In this diagram, the volume
term is shown as positive and the other terms are subtracted from it to give the final SEMF
curve.
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Figure 2.11 Contributions to the binding energy per nucleon as a function of mass number for
odd-A from each term in the semi-empirical mass formula. The surface, asymmetry and Coulomb
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Finally, from its definition, one might expect the binding energy per nucleon to be
equivalent to the energy needed to remove a nucleon from the nucleus. However, to remove
a neutron from a nucleus corresponds to the process

2 — ALY 4n (2.58a)
and requires an energy change (the so-calgghration energy
En=[M(Z, A= 1)+ M, — M(Z, A)]c® = B(Z, A) — B(Z, A— 1), (2.58b)
whereas the removal of a proton corresponds to the process
2Y — 57X+, (2.59a)
where X is a different chemical species to Y, and requires an energy change

Ep=[M(Z-1 A—1)+ Mp+me— M(Z, A)c?
=B(Z,A) — B(Z -1, A— 1)+ m?. (2.59b)

Thus, E, and E, are only equal to the binding energy per nucleon in an average sense.
In practice, measurements show tEgtandE, can substantially differ from this average
and from each other at certain values @f @). We will see in Chapter 7 that one reason
for this is the existence of the shell structure for nucleons within nuclei mentioned above,
which is ignored in the liquid drop model.
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Figure 2.12 The distribution of stable nuclei. The squares are the stable and long-lived nuclei
occurring in nature. Other known nuclei lie within the jagged lines and are unstable. (Adapted from
Holden, Walker, General Electri€hart of the NuclidesGeneral Electric Company (1997)).

2.4 Nuclear Instability

Stable nuclei only occur in a very narrow band in the- N plane close to the line
Z = N. This is shown in theSegé plot of Figure 2.12. All other nuclei are unstable
and decay spontaneously in various ways. Isobars with a large surplus of neutrons gain
energy by converting a neutron into a proton; conversely, a hucleus with a large surplus of
protons converts protons to neutrons. These are exampfedexays, already mentioned.
A related process is where an atomic electron is captured by the nucleus and a proton
is thereby converted to a neutron within the nucleus. Thisleéstron captureand like
B decay is a weak interaction. The electron is usually captured from the innermost shell
and the process competes wjghdecay in heavy nuclei because the radius of this shell
(the K shell) is close to the nuclear radius. The presence of a third particle in the decay
process, the neutrino (as first suggested by Pauli), means that the emitted electrons (or
positrons) have a continuous energy spectrum. The derivation and analysis of the electron
momentum spectrum will be considered in Section 7.7 when we discuss the thedry of
decay.

The maximum of the curve of binding energy per nucleon is at approximately the position
of iron (Fe) and nickel (Ni), which are therefore the most stable nuclides. In heavier nuclei,
the binding energy is smaller because of the larger Coulomb repulsion. For still heavier
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nuclear masses, nuclei can decay spontaneously into two or more lighter nuclei, provided

the mass of the parent nucleus is larger than the sum of the masses of the daughter nuclei.
Most such nuclei decay via two-body decays and the commonest case is when one of

the daughter nuclei is #He nucleus (i.e. ar particle:*He = 2p2n, with A= 4, Z =

N = 2). Thea particle is favoured in such decays because it is a very stable, tightly bound

structure. Because this is a two-body decayptiparticle has a unigue energy and the total

energy released, th@-value is given by:

Qa = (MP - Mp — Ma)cz = Ep + E, (260)

where the subscripts refer to parent and daughter nuclei and pgeeticle, andE is a
kinetic energy.

The termfissionis used to describe the rare cases where the two daughter nuclei have
similar masses. If the decay occurs without external action, it is cafiedtaneous fission
to distinguish it frominduced fissiopwhere some external stimulus is required to initiate the
decay. Spontaneous fission only occurs with a probability greater than thaefarssion
for nuclei withZ > 110. The reason for this is discussed below in Section 2.7.

Nuclei may decay by the emission of photons, with energies in the gamma ray part
of the electromagnetic spectrugamma emissignThis occurs when an excited nuclear
state decays to a lower state and is a common way whereby excited states lose energy. The
lower energy state is often the ground state. A competing procésteisal conversion
where the nucleus de-excites by ejecting an electron from a low-lying atomic orbit. Both
are electromagnetic processes. Electromagnetic decays will be discussed in more detail in
Section 7.8.

Although the overwhelming majority of unstable nuclei decay by one of the mechanisms
above, they do not exhaust all possibilities and in a very small number of cases other
mechanisms are allowed. We will briefly mention these very rare decay modes in Section
2.6.2 and Chapter 9.

2.5 Radioactive Decay

Before looking in more detail at different types of instability, we will consider the general
formalism describing the rate of radioactive decay. The probability per unit time that a
given nucleus will decay is called itkecay constant and is related to thactivity A by

A= —dN/dt = AN, (2.61)

where N(t) is the number of radioactive nuclei in the sample at ttm&he activity is
measured in becquerels (Bq), which is defined as one decay per sédmeprobability

here refers to the total probability, becauseould be the sum of decay probabilities for

a number of distinct final states in the same way that the total decay width of an unstable
particle is the sum of its partial widths. Integrating (2.61) gives

A(t) = AN exp(=it), (2.62)

whereNy is the initial number of nuclei, i.e. the numbertat 0.

17 An older unit, the curie (1 Ci= 3.7 x 10'°Bq) is also still in common use. A typical laboratory radioactive source has an
activity of a few tens of kBq, i.euCi.
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The mean lifetimer of an unstable state, such as a radioactive nucleus or a hadron,
follows from the general definition of a mearof a distribution f (x):

X = (/xf(x)dx)/(f f(x)dx). (2.63)

_ JtdN(@)  fCtexp(at)dt 1
t= SAN(@) [ expat)dt T (2.64)

Thus

This is the quantity we called ‘the lifetime’ in Chapter 1. The mean lifetime is always
used in particle physics, but another measure more commonly used in nuclear physics
is the half-life t;,», defined as the time for half the number of nuclei to decay. Thus
ty2 =In2/A = tIn2. In this book, the terntifetime will be used for the mean lifetime,

both for radioactive nuclei and unstable hadrons, unless explicitly stated otherwise.

A well-known use of the radioactive decay law is in dating ancient specimens using
the known properties of radioactive nuclei. For organic specimens, carbon is usually used.
Carbon-14 is a radioactive isotope of carbon that is produced by the action of cosmic rays
on nitrogen in the atmosphet®|f the flux of cosmic rays remains roughly constant over
time, then the ratio of*C to the stable most abundant isotdp€ reaches an equilibrium
value of about 1:1%. Both isotopes will be taken up by living organisms in this ratio, but
when the organism dies there is no further interaction with the environment and the ratio
slowly changes with time as théC nuclei decay by8 decay to'*N with a lifetime of
8.27 x 10°y. Thus, if the ratio of*C to 1°C is measured, the age of the specimen may be
estimated?® The actual measurements can be made very accurately because modern mass
spectrometers can directly measure very small differences in the concentratité@saiofi
12C using only milligrams of material. Nevertheless, in practice, corrections are made to
agree with independent calibrations if possible, because cosmic ray activity is not strictly
constant with time.

In many cases the products of radioactive decay are themselves radioactive and so a
decay chain results. Consider a decay chain B — C — - .., with decay constants
A, A, Ac etc. The variation of species with time is given by (2.62), i.e.

Na(t) = Na(0) exp-2at). (2.65)

but the differential equation faNg(t) will have an extra term in it to take account of the
production of specieB from the decay of species:

dNg(t)/dt = —AgNg + AaNa. (2.66)

18 Cosmic rays are high-energy particles, mainly protons, that impinge on the Earth’s atmosphere from space. The products of
the secondary reactions they produce may be detected at the Earth’s surface. Victor Hess shared the 1936 Nobel Prize in Physics
for the discovery of cosmic radiation.

19 This method of using radioactive carbon to date ancient objects was devised by Willard Libby, for which he received the 1960
Nobel Prize in Chemistry.
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Figure 2.13 Time variation of the relative numbers of nuclei in the decay chain (2.69).

The solution of this equation may be verified by substitution to be
A
Ne(t) = - Na(0)[exp(-iat) — exp(-2st)]. (2.67)
B—AA

Similar equations may be found for decay sequences with more than two stages. Thus, for
a three-stage sequence

Nc(t) = AarsNa(0)
[ exp(Aiat) exp(=Aigt) expAict) }
(A —An)(Ac —2a)  (Aa—2AB)(ic —AB)  (Aa—Ac)(Ae —Ac)]
(2.68)

The time dependence of the relative sizes of the various components depends of course on
the relative sizes of the decay constants.

As an example, the variation of the components as a function of time is shown in
Figure 2.13 for the specific case:

13Sr— °Rb+ et + ve (2.25 min)
OKr + et + ve (22.9 min) (2.69)
L%Br+et+v. (3504 hr)

Herela > Ag > Ac and the final nucleus is stable. This illustrates the general features for
this type of sequence, that wherddg(t) for the initial species falls monotonically with
time andNp(t) for the final stable species rises monotonical(t) and N¢(t) for the
intermediate species rise to maxima before falling. Note that at any time the sum of the
components is a constant, as expected.

In the following sections we consider the phenomenology of some of the various types
of radioactivity in more detail and in Chapter 7 we will return to discuss various models
and theories that provide an understanding of these phenomena.
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2.6 B-Decay Phenomenology

By rearranging terms, the semi-empirical mass formula (2.49) may be written

b
M(Z,A):aA—,BZ—i—yZZ—I-m, (2.70)
where
as Ay
(X:Mn—av—i-m-f—z
B =aa+ (My— Mp —me)
oo (2.71)
_ % B
J/_A AL/3

M(Z, A) is thus a quadratic iZ at fixed A and has a minimum & = /2y . For a fixed
value of A, a stable nucleus will have an integer valueZoflosest to the solution of this
equation. For oddA, the SEMF is a single parabola, but for evArthe even-even and
odd-odd nuclei lie on two distinct vertically shifted parabolas, because of the pairing term.
The nucleus with the smallest mass in an isobaric spectrum is stable with resgkct to
decay. Other nuclei with the same value Afbut values ofZ not at the minimum are
unstable and will decay. Lifetimes ¢f emitters vary enormously from milliseconds to
10'%yr. They depend very sensitively on tiggvalue for the decay and on the properties
of the nuclei involved, e.g. their spins.

We will consider the two cases of odd and eveseparately, using specific valuesAf
to illustrate the main features.

2.6.1 Odd-mass Nuclei

Odd-mass nuclei can arise from evéh-odd-Z, or evenZ, odd-N configurations and in
practice the number of nuclei that are stable agdimtcay are roughly equally distributed
between these two types. The example we take is the case #fth&11 isobars, which
are shown in Figure 2.14. The circles show the experimental datemss excesslues in
atomic mass units, where

mass excess M(Z, A) (in atomic mass units} A (2.72)

and theatomic mass unifu) is defined as one twelfth of the mass of the neutral atom
12C. The curve is the theoretical prediction from the SEMF using the numerical values of
the coefficients (2.57). The minimum of the parabola corresponds to the iggBdrwith
Z =48.

Isobars with more neutrons, such gRh, 17IPd and}}Ag, decay by converting a
neutron to a proton, i.e.

n— p+e€e + e (2.73)
so that
UeRh— 73Pd+e +ve  (11secs) (2.74a)

UaPd— Ag + e + e (22.3 mins) (2.74b)
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Figure 2.14 Mass parabola of th& = 111 isobars. The circles are experimental data and the curve
is the prediction of the SEMF. Possitgedecays are indicated by arrows.

and
MAg — Hcd+e + e (7.45 days) (2.74c)

This decay sequence is shown in Figure 2.14. Electron emission is energetically possible
whenever the mass of the daughter atdifZ + 1, A) is smaller than its isobaric neighbour,
ie.

M(Z, A) > M(Z + 1, A). (2.75)

Recall that we are referring here atoms so that the rest mass of the created electron is
automatically taken into account.
Isobars with proton excess decay via

P— N4+e + e, (2.76)

i.e. positron emission, which although not possible for a free prid@ossible in a nucleus
because of the binding energy. So for example, the néglsh, 113Sn and'z3in could in
principle decay by positron emission, which is energetically possible if

M(Z, A) > M(Z — 1, A) + 2m,, (2.77)

which takes account of the creation of a positron and the existence of an excess of electrons
in the parent atom.

It is also theoretically possible for this sequence of transitions to occueldmtron
capture This mainly occurs in heavy nuclei, where the electron orbits are more compact.
It is usually the electron in the innermost shell (i.e. the K shell) that is captured. Capture
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of such an electron gives rise to a ‘hole’ and causes electrons from higher levels to cascade
downwards and in so doing emit characteristic X-rays. Electron capture is energetically
allowed if

M(Z, A) > M(Z — 1, A) +¢, (2.78)

wheree is the excitation energy of the atomic shell of the daughter nucleus. The process
competes with positron emission and in practice for the nuclei above this is what happens.
Thus, we have

e +'3iSb— Sn+ve  (75secs) (2.79a)

e +'8sn— Yn+ve (353 mins) (2.79b)
and

e +1in - lcd+ve  (2.8days) (2.79¢)

which are manifestations of the primary reaction
€ +p—> N+ ve (2.80)

So once again we arrive at the stable isobar.

2.6.2 Even-mass Nuclei

Even-mass nuclei can arise from evéh-even-Z, or odd-Z, odd-N configurations, but

for reasons that are explained below, nearly all even-mass nuclei that are stable fagainst
decay are of the even-even type, with only a handful of odd-odd types known. Consider
as an example the case Af= 102 shown in Figure 2.15. (Recall that the plot is of mass
excess, which is a very small faction of the total mass.) The lowest iso[‘:%Ris and is

B stable. The isobai3aPd is also stable since its two odd-odd neighbours both lie above

it. Thus there are tw@ stable isobars. This is a common situation feeven, although

no two neighbouring isobars are known to be stable. Odd-odd nuclei always have at least
one more strongly bound even-even neighbour nucleus in the isobaric spectrum. They are
therefore unstable. The only exceptions to this rule are a few very light nuclei.

In a small number of even-even nuclei, althoyjtiecay is energetically forbidden, the
decay @, Z) — (A, Z + 2) is energetically allowed and in principle could occur by the
emission of two electrons (and of course two antineutrinos). This is referreddioudte
beta decaylt is a second-order weak interaction and is the rarest type of radioactive decay,
with lifetimes of order 1&°-20yr. It was first observed in 1987 in the decay

32Se— 53Kr + 267 + 20 (2.81a)

and has subsequently been seen in a total of ten isottftes, °Ge, 8°Se,°6Zr, 1%Mo,
116, 128Te, 130Te, 150Nd, and?*®U. Related to double beta decay is the possibility of
double electron capture.e. (A, Z) — (A, Z — 2). For example, referring to Figure 2.13,
in principle the reaction

102Pd+ 267 — 2Ru+ 2ve, (2.81b)
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Figure 2.15 Mass parabolas of thé = 102 isobars. The circles are experimental data (open circles
are even-even nuclei and closed circles are odd-odd nuclei). The curves are the prediction of the
SEMF (upper curve is for odd-odd nuclei and lower curve for even-even nuclei). Possibieays

are indicated by arrows.

could occur. There are 35 nuclei where double electron capture is theoretically possible, but
none has been observed. Apart from the extremely long lifetimes involved, the experiments
are very difficult, because the only detectable particles are X-rays in the energy region
1-10 keV, where the backgrounds are usually very high.

2.7 Fission

Spontaneous fission has been defined as the process whereby a parent nucleus breaks into
two daughter nuclei of approximately equal masses without external action. The SEMF
predicts that the energy release is a maximum when the two fragments have exactly equal
masses, but experimentally precisely equal masses are found to be very unlikely. This is
illustrated in Figure 2.16 for the case of the isot@p#m. Similar results are found for
nuclei fissioned by low-energy neutrons, but for fission by very energetic particles the
masses are closer to being equal. This is the behaviour that would be expected if its origin
were the shell structure of nuclei. The points on Figure 2.16 lie on a smooth curve, but for
some nuclei there are often irregularities, which again are due to nuclear shell structure.

The binding energy curve shows that spontaneous fission is energetically possible for
nuclei with A > 1002° An example is

2380 — L a+ 3Br + 3n, (2.82)

20 Fission in heavy nuclei was discovered by Otto Hahn and Fritz Strassman and first identified as such by Lise Meitner and Otto
Frisch. Hahn was subsequently awarded the 1944 Nobel Prize in Chemistry for his work.
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Figure 2.16 Mass distribution of fission fragments from the spontaneous fissiof**6n.
(Adapted from Brandet al. (1963). Copyright (1963) American Physical Society, reprinted with
permission).

which illustrates the asymmetrical nature of the fission fragments. This has a release of
about 154 MeV of energy, which is carried off as kinetic energy of the fission products.
Heavy nuclei are neutron-rich and so necessarily produce neutron-rich decay products,
including free neutrons. The fission products are themselves usually some way from the
line of B stability and will decay by a series of steps. THQJ?La decays to thgs-stable

1gg|\|d by three stages, releasing a further 8.5 MeV of energy, which in this case is carried
off by the electrons and neutrinos emitteddrdecay. Although the probability of fission
increases with increasing, itis still a very rare process. For example?jgu, the transition

rate for spontaneous fission is about 302 s~* compared with about 5 10-8s~* for

« decay, a branching fraction ofs6 10~ and even for the heavier case?8fFm shown

in Figure 2.16, the branching ratio is 0.06 % compared to a branching ration of 99.94 %
for a decay. Spontaneous emission only becomes dominant in very heavy elements with
A > 270, as we shall now show.

To understand spontaneous fission we can again use the liquid drop model. In the SEMF
we have assumed that the drop (i.e. the nucleus) is spherical, because this minimizes the
surface area. However, if the surface is perturbed for some reason from spherical to prolate,
the surface term in the SEMF will increase and the Coulomb term will decrease (assuming
the volume remains the same because the drop is incompressible) and the relative sizes of
these two changes will determine whether the nucleus is stable against spontaneous fission.

For a fixed volume we can parametrize the deformation by the semi-major and semi-
minor axes of the ellipsoid andb, respectively, as shown in Figure 2.17. One possible
parameterization that preserves the volume is

a= R+ e); b= R/(1+¢)"? (2.83)
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Figure 2.17 Deformation of a heavy nucleus.

whereg is a small parameter, so that
V=37 R=3rab’ (2.84)

To find the new surface and Coulomb terms one has to find the expression for the surface
of the ellipsoid in terms o& andb and expand it in a power seriesdn The algebra is
unimportant; the results are:

Es=asA™? (1+ 2%+ ..) (2.85a)
and
Ec=aZ?A 3 (1-124..). (2.85Db)

Hence the change in the total energy is

2
&
AE = (Es + Ec) — (BEs + Ec)semr = 5 (2as A% — a Z2 AT13) (2.86)

If AE < 0, then the deformation is energetically favourable and fission can occur. From
(2.86), this happens if

_>_z49’ 2.87
a (2.87)

where we have used the experimental values for the coeffi@graisda, given in (2.57).
The inequality is satisfied for nuclei with > 116 andA > 270.

Spontaneous fission is a potential barrier problem and this is shown in Figure 2.18. The
solid line corresponds to the shape of the potential in the parent nucleusclitiation
energyshown in Figure 2.18 determines the probability of spontaneous fission. In order to
fission, the nucleus could in principle tunnel through the barrier, but the fragments are large
and the probability for this to happen is extremely srkalor heavy nuclei, the activation
energy is about 6 MeV, but disappears for very heavy nuclei. For such nuclei, the shape
of the potential corresponds closer to the dashed line and the slightest deformation will
induce fission.

Another possibility for fission is to supply the energy needed to overcome the barrier
by a flow of neutrons. Because of the absence of a Coulomb force, a neutron can get
very close to the nucleus and be captured by the strong nuclear attraction. The parent

21 The special case @f decay is discussed in Section 7.6. There we will show that the lifetime for such decays is expected to
have an exponential dependence on the height of the fission barrier and this is observed qualitatively in fission data.
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Figure 2.18 Potential energy during different stages of a fission reaction.

nucleus may then be excited to a state above the fission barrier and therefore split up. This
process is an example iofduced fissionNeutron capture by a nucleus with an odd neutron
number releases not just some binding energy, but also a pairing energy. This small extra
contribution makes a crucial difference to nuclear fission properties. For example, ultra
low-energy (‘thermal’) neutrons can induce fissior?#U, whereas only higher energy
(‘fast’) neutrons induce fission iff8U. This is becausé®U is an even-odd nucleus and
238 is even-even. Therefore, the ground staté®df) will lie higher (less tightly bound)
in the potential well of its fragments than that3fU. Hence to induce fission, a smaller
energy will be needed fd°U than for238U. In principle, fission may be induced #4°U
using even zero-energy neutraiis.

We consider this quantitatively as follows. The capture of a neutroffty changes
an even-odd nucleus to a more tightly bound even-even (compound) nucl&8s aind
releases the binding energy of the last neutrorf¥ this is 6.5 MeV. As the activation
energy (the energy needed to induce fission) is about 5 Me\?*fat, neutron capture
releases sufficient energy to fission the nucleus. The kinetic energy of the incident neutron
is irrelevant and even zero-energy neutrons can induce fissféPnIn contrast, neutron
capture ir*38U changes it from an even-even nucleus to an even-odd nucleus, i.e. changes a
tightly bound nucleus to a less tightly bound one. The energy released (the binding energy
of the last neutron) is about 4.8 MeV #i°U and is less than the 6.5 MeV required for
fission. For this reason, fast neutrons with energy of at least the difference between these
two energies are required to fissitliU.

2.8 y Decays

When a heavy nucleus disintegrates by eitlaasr 8 decay, or by fission, the daughter
nucleus is often left in an excited state. If this state is below the excitation energy for

22 Enrico Fermi was a pioneer in the field of induced fission and received the 1938 Nobel Prize in Physics for ‘demonstrations
of the existence of new radioactive elements produced by neutron irradiation, and for his related discovery of nuclear reactions
brought about by slow neutrons’. Fermi’s citation could equally have been about his experimental discoveries and theoretical
work in a wide range of areas from nuclear and particle physics to solid-state physics and astrophysics. He was probably the last
‘universal physicist’.
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fission, it will de-excite, usually by emitting a high-energy photon. The energy of these
photons is determined by the average energy level spacings in nuclei and ranges from a
few to several MeV. They are in the gamma rgy part of the electromagnetic spectrum.
Becausey decay is an electromagnetic process, we would expect the typical lifetime of
an excited state to be 1071¢s. In practice, lifetimes are very sensitive to the amount of
energy released in the decay and in the nuclear case other factors are also very important,
particularly the quantity of angular momentum carried off by the photon. Typical lifetimes
of nuclear levels decaying by photon emission are abolio~*?s.

The role of angular momentum n decays is crucial. If the initial (excited) state has a
total spinS and the final nucleus has a total s@nthen the total angular momentuhof
the emitted photon is given by

J=S§ - S, (2.88)
with
S+S>J>15 - S (2.89)
In addition,
m =M + ms, (2.90)

wherem are the corresponding magnetic quantum numbers. Both total angular momentum
and its magnetic quantum number are conserveddecays.

Gamma decays are further complicated by the need to take account of parity conservation
in these electromagnetic processes. Both the initial and final nuclear level have an intrinsic
parity, as does the photon, and in addition there is a parity associated with the angular
momentum carried off by the photon, which is of the forail}’, reflecting the symmetry
of the angular part of the wavefunction (see Equation (1.14)). We will not pursue this
further here, but defer a more detailed discussion until Section 7.8.

2.9 Nuclear Reactions

In Chapter 1 and earlier sections of the present chapter we discussed various aspects of
reactions. In particle physics, because the projectiles and targets have relatively simple
structures, this is usually all that is required in classifying reactions. In nuclear physics,
however, because the target has a rich structure it is useful to classify reactions in more
detail. In this section we do this, drawing together our previous work and also anticipating
some reactions that will be met in later chaptérs.

Elastic scattering was defined in Chapter 1 as an interaction where the initial and final
particles are identical, i.ea + A — a+ A. We also defined inelastic scattering as the
situation where the final particles are the same chemical species, but one or more is in an
excited state, e.qa + A — a + A* and in Section 2.1.2 we showed how the kinematics
of such reactions could be used to determine the mass of the excited state. Elastic and

23 Hans Bethe received the 1967 Nobel Prize in Physics for his contributions to the theory of nuclear reactions, especially his
discoveries concerning the energy production in stars (discussed briefly in Section 8.2.3).
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inelastic scattering are examples of so-cali@@ct reactions These are defined as ones
where the incident particle interacts in a time comparable to the time taken to transit the
nucleus. They are more likely when the incident particle has an energy corresponding to
a de Broglie wavelength closer to the size of a nucleon rather than that of the nucleus.
The collisions are largely peripheral, with only a relatively small fraction of the available
energy transferred to the target. Another direct reactiéPgp, d)*°0, i.e.

p + %0 — d + 0. (2.91)

This is an example of gickup reaction because one or more nucleons (in this case a
neutron) is stripped off the target nucleus and carried away by the projectile. The ‘inverse’
of this reaction i$°0(d, p)}’O. This is an example of stripping reaction because one or
more nucleons (in this case again a neutron) is stripped off the projectile and transferred to
the target nucleus.

The theoretical interpretation of direct reactions is based on the assumption that the
projectile experiences the average potential of the target nucleus. For example, we have
seen in the optical model of Section 2.2.2 how this approach can be used to analyze
differential cross-sections for elastic scattering and be used to extract information about
nuclear shapes and sizes. It also leads to the prediction of resonances of width typically
of order 1 MeV separated by a few MeV, as observed in cross-sections as functions of
centre-of-mass energy for nucleon scattering from light nuclei. One way of viewing this is
as a consequence of the reaction time for a direct reaction, typicatf? $¢0making use
of the uncertainty relation between energy and timgAt > h.

A second important class of interactions is where the projectile becomes loosely bound in
the nucleus and shares its energy with all the nuclear constituents. This is callegaund
nucleus reactionThe time for the system to reach statistical equilibrium depends on the
nuclear species, the type of projectile and its energy, but will always be much longer than
the transit time and is typically several orders of magnitude longer. An important feature
of these reactions is that the properties of the compound nucleus determine its subsequent
behaviour and not the mechanism by which it was formed. The compound nucleus is in an
excited state and is inherently unstable. Eventually, by a statistical fluctuation, one or more
nucleons will acquire sufficient energy to escape and the nucleus either emits particles or
de-excites by radiating gamma rays.

If the compound nucleus is created in a region of excitation where its energy levels
are well separated, the cross-section will exhibit well-defined resonances described by the
Breit-Wigner formula of Section 1.6.3. These processes are depicted schematically in the
energy-level diagram of Figure 2.19, which correspond te A — C* — b + B, where
C* is the compound nucleus aad+ A — C* — C + y, whereC is the ground state of
corresponding to the excited st&é. In practice, there could be many final states to which
C* could decay.

Because the time for a compound nucleus to reach statistical equilibrium is much longer
than the transit time for a direct reaction, the cross-sections for compound nucleus processes
can show variations on much smaller energy scales than those for direct reactions. The
density of levels in the compound nucleus is high, and so a very small change in the incident
energy suffices to alter completely the intermediate states, and hence the cross section. An
example is shown in Figure 2.20, which gives the total cross-section for neutron scattering
from 12C at neutron laboratory energies of a few MeV. Peaks corresponding to resonance
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Figure 2.19 Energy-level diagram showing the excitation of a compound nud@usnd its
subsequent decay.

formation in'3C are clearly identified. Their widths vary from a few tens to a few hundreds
of keV, consistent with the characteristic times for compound nucleus formation and
decay.

The mean widths of compound nucleus excitations depend on the incident energy and
the target nucleus, decreasing both with energy and rapidly with nuclear mass. Neutrons,
because they are neutral, have a high probability of being captured by nuclei and their
cross-sections are rich in compound nucleus effects, particularly at very low energies. This
is discussed further below (Figure 2.23).

The division of reactions into direct and compound nucleus is not exhaustive and situa-
tions can occur where particles are ejected from the nucleus before full statistical equilib-
rium has been reached. Also, in the collisions of complex heavy ions, there is an appreciable
probability for an additional reaction mechanism caltkzep inelastic scatterinthat is
intermediate between direct and compound nucleus reactions. In this case, the probability
for complete fusion of the colliding ions is small, but there can be substantial transfer of
the incident kinetic energy to internal excitations of the ions. We will not discuss this or
other mechanisms further, but we will meet the concept of deep inelastic scattering again
in Section 5.8 in the context of exploring the internal structure of nucleons. In practice,
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Figure 2.20 Total cross-section far*?C interactions (Adapted from Fossairal.(1961). Copyright
(1961) American Physical Society, reprinted with permission).
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Figure 2.21 Direct and compound nucleus reactions in nuclear reactions initiated by protons.

the various mechanisms feed the same final states as direct reactions. This is illustrated
schematically in Figure 2.21 for reactions initiated using protons as the projectile.

The general form of the yieltll (E) of secondary particles at a fixed angle as a function
of the outgoing energyE, i.e. the number of particles with enerdgy betweenE and
E + dE, is shown schematically in Figure 2.22 for the case of an incident neutron on
medium-mass nuclei. At the upper end of the plot there are a number of distinct peaks due
to elastic, inelastic and transfer reactions. Then as the excitation energy is reduced, the
more closely-spaced energy levels in the final nucleus are not fully resolved because of the
spread in energy of the incident beam and the uncertainty in the experimental measurements
of energy. At the lowest energies there is a broad continuum mainly due to the decays of
compound nuclei formed by the absorption of the projectile nucleon by the target nucleus.
The differential cross-sections for the two processes will be very different. Direct reactions
lead to a cross-sections peaked in the forward direction, falling rapidly with angle and with

Compound nucleus reactions Direct reactivns

N(E)

— — Elaslic seallenpg

Teunsler reactions ow

0 Energy E of emilted nucleon Emac

Figure 2.22 Typical spectrum of energies of the nucleons emitted at a fixed angle in inelas-
tic nucleon-nucleus reactions. (Adapted from Satchler (1990) with permission from Palgrave
Macmillan).
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Figure 2.23 Total cross-section for neutron interactions WitfiU, showing many very narrow
resonances (with intrinsic widths of order®@V) corresponding to excited states?$tU. (From
Garber and Kinsey (1976). Courtesy of Brookhaven National Laboratory).

oscillations, as we seen in the case of elastic scattering in Section 2.2 (Figure 2.4). On the
other hand, the contribution from the compound nucleus at low energies where an isolated
compound nucleus is formed is fairly isotropic and symmetric about 90 degrees.

Many medium and largé-nuclei can capture very low-energy (10 — 100) eV) neu-
trons very readily. The neutron separation energy for the final nucletseisveV and
thus capture leads to a compound nucleus with an excitation energy above the ground
state by this separation energy. Such excitation often occurs in a region of high density
of narrow states that show up as a rich resonance structure in the corresponding neutron
total cross-section. An example is shown in Figure 2.23. The value of the cross-section
at the resonance peaks can be many orders of magnitude greater than the geometrical
cross-section based on size of the nucleus. This is because the cross-section is determined
dominantly by the area associated with the waveleagihthe projectile, i.ex A2, which
is very large becauseis large.

Once formed, the compound nucleus can decay to any final state consistent with the
relevant conservation laws. If this includes neutron emission, it will be the preferred decay.
However, for production by very slow (thermal) neutrons, with energies of order 0.02 eV,
the available decay kinetic energy will reflect the initial energy of the projectile, which is
very small. Therefore, in these cases, photon emission is often preferred. We shall see in
Section 8.1.2 that the fact that radiative decay is the dominant decay mode of compound
nuclei formed by thermal neutrons is important in the use of nuclear fission to produce
power in nuclear reactors.

Problems

2.1 Show that mass measurements in an ideal Penning trap have maximum precision
when the observation time is about 2.9 times the nuclide lifetime.

2.2 Electrons with momentum 330 MeV/c are elastically scattered through an angle of
10° by a nucleus of®Fe. If the charge distribution on the nucleus is that of a uniform
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hard sphere, and assuming the Born approximation is valid, by what factor would
you expect the Mott cross-section to be reduced?

2.3 Show explicitly that (2.39) follows from (2.37).

2.4 A beam of electrons with energies 250 MeV is scattered through an angl& by 20
heavy nucleus. It is found that the differential cross-section is 65 % of that expected
from scattering from a point nucleus. Estimate the root mean square radius of the
nucleus.

2.5 Find the form factor for a charge distributigifr) = o9 exp(r/a)/r, wherepg and
a are constants.

2.6 A sample of 1 g of a radioactive isotope of atomic weight 208 decayg eiaission
and 75 counts are recorded in a 24 hr period. If the detector efficiency is 10%, estimate
the mean life of the isotope.

2.7 A 1 g sample taken from an organic artifact is found to hay®e@unt rate of 2.1
counts per minute, which are assumed to originate from the dedag efith a mean
lifetime of 8270 yr. If the abundance &fC in living matter is currently 2 x 10712,
what can you deduce about the approximate age of the artifact?

2.8 Nuclei of232Rn decay by emission tdogPo with a mean life of 23.9 min. THgSPo
nuclei in turn decay, also hy-emission, to the stable isotoﬁng with a mean life
of 2.9 yr. If initially the source is puréi2Rn, how long will it take for the rate af
emission in the final decay to reach a maximum?

2.9 Natural lanthanum has an atomic weight of 138.91 and contains 0.09 % of the
isotope'Z8La. This has two decay modégiLa — 38Ce+ e~ + ve (8 — decay) and
138 a+ e — 13Ba* + ve (electron capture), followed by the electromagnetic decay
of the excited staté33Ba* — '38Ba+ y (radiative decay). There are87x 10° B
particles emitted per second per kilogram of natural lanthanum and there are 50
photons emitted per 108~ particles. Estimate the mean IifetimeléfLa.

2.10 Use the SEMF to estimate the energy released in the spontaneous fission reaction
2320 — 8Br+ La+ 3n.

2.11 The most stable nucleus with= 111 is'13Cd (see Figure 2.14). By what percentage
would the fine structure constamthave to change if the most stable nucleus with
A = 111 were to bé}Ag? Assume that altering does not change particle masses.

2.12 The transuranic isotog@iHs decays 100 % via emission, i.e255Hs — 28359+ «,
where the kinetic energy of theparticle isg, = 9.23 MeV. Assuming the masses

of 282Sg and thex particle are known, calculate the mass of §§#Hs nucleus in

atomic mass units.

2.13 The isotop€38Pu decays via emission to the essentially stable isotGg#) with
a lifetime of 126.7 y and a release of 5.49 MeV of kinetic energy. This energy is
converted to electrical power in a space probe designed to reach planet X in a journey
planned to last 4 years. If the efficiency of power conversion is 5 % and on reaching
planet X the probe requires at least 200 W of power to perform its landing tasks, how
much?3&Pu would be needed at launch?

2.14 On planet X it is found that the isotop&SPb ¢ = 1.53 x 107y) and?%*Pb (stable)
are present with abundanaegs andnyos, With Nogs/Nogs = 2 x 1077, If at the time
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of the formation of planet X both isotopes were present in equal amounts, how old is
the planet?

2.15 The reactior§;Sc@, p)3sSc has aQ—value of 6.54 MeV and a resonance when the
incident deuteron laboratory kinetic energy is 2.76 MeV. Would you expect the same
resonance to be excited in the reactiBag, n)35Ti and if so at what value of the
laboratory kinetic energy of the alpha particle? You may use the fact thAtdeeay
38Sc—25Ti + e + ve has aQ-value of 2.37 MeV and the mass difference between
the neutron and a hydrogen atom is 0.78 MéV/c

2.16 A radioisotope with decay constahis produced at a constant ra®e Show that the
number of atoms at timeis N(t) = P[1 — exp(~At)]/A.

2.17 Radioactive®6Cl (half-life 3 x 10° yr) is produced by irradiating 1 g of natu-
ral nickel chloride (NiC}, molecular weight 129.6) in a neutron beam of flux
F =10%cm?2sl If the neutron absorption cross-sectiGRCI(n, y)36Cl is
o =43.6 b and 75.8 % of natural chlorine 18Cl, use the result of Problem 2.16 to
estimate the time it would take to produce & 30° Bq source of®Cl.

2.18 Consider the total cross-section data for t8&U interaction shown in Figure 2.23.
There is a resonanck at the centre-of-mass neutron kinetic enetgy= 10 eV
with width I' = 102 eV and the total cross-section theresig.x = 9 x 10° b. Use
this information to find the partial widthg,, , for the decaysR — n+ 238U and
R — y 4+ 238U if these are the only two significant decay modes. The spin of the
ground state of*®U is zero.
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Particle Phenomenology

In this chapter we look at some of the phenomena of particle physics — the properties of
leptons and quarks, and the bound states of the latter, the hadrons. In later chapters we will
discuss theories and models that attempt to explain these and other particle data.

3.1 Leptons

We have seen that the spgieptons are one of the three classes of elementary particles in
the standard model and we start with a discussion of their basic properties, including the
concept of ‘lepton universality’ and the question of how many distinct types of neutrino
can exist. Then we look in more detail at the neutral leptons, the neutrinos, and amongst
other things, examine an interesting property they can exhibit if they have nonzero masses.
The section concludes with a review of the experimental evidence for nonzero neutrino
masses and its implications.

3.1.1 Leptons Multiplets and Lepton Numbers

There are six known leptons, and they occur in pairs, caitkrationsywhich we write
for reasons that will become clear presently, as:

(:> ’ (Zﬂ> ’ (:) : (3.1)

Each generation comprisestaarged leptonvith electric charge-e, and aneutral neutrino
The three charged leptons|(, ., 7™) are the familiar electron, together with two heavier
particles, themu lepton(usually called thenuon or justmu) and thetau lepton(usually
called thetauon or justtau). The associated neutrinos are calleddlestron neutrinpmu

Nuclear and Particle Physics: An Introduction, Second EditioBrian R. Martin
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Table 3.1 Properties of leptons. All have sp§1 Masses are given units of Mg, The

antiparticles (not shown) have the same masses as their associated particles, but the electric charges
(Q) and lepton numberd ¢, ¢ = e, u, t) are reversed in sign. The neutrinos are shown as stable;

the question of neutrino oscillations is discussed in Section 3.1.5.

Name and symbol Mass Q L. L, L, Lifetime(s) Major decays
Electrone™ 0.511 -1 1 0 0 Stable None
Electron neutrino, <2eV/c® 0 1 0 0 Stable None

Muon (mu)u~ 105.7 -1 0 1 0 2197x10° € vev, (100%)
Muon neutrinov,, <0.19 0O o0 1 0 Stable None

Tauon (tau)~ 17770 -1 0 0 1 2906x 108 u v,v, (17.4%)

€ vev; (17.8%)
v, + hadrons {64%)
Tauon neutrina, <18.2 0 0 0 1 Stable None

neutring andtau neutring respectively, and all have very small mass&#e six distinct
types of leptons are also referred to as having different ‘flavours’. In addition to the leptons,
there are six corresponding antileptons:

) 6 )

Ignoring gravity, the charged leptons interact only via electromagnetic and weak forces,
whereas for the neutrinos, only weak interactions have been obseBathuse of this,
neutrinos, which are all believed to have extremely small masses, can be detected only with
considerable difficulty.

The masses and lifetimes of the leptons are listed in Table 3.1. The electron is stable, for
reasons that will become clear shortly. The muon decays by the weak interaction processes

ut—> et tvet vy pwT > € +vet vy, (3.3a)

with lifetime (21970194 0.000021)x 10~¢s. The tau also decays by the weak interaction,

but with a much shorter lifetime (206+ 0.011) x 10-13s. (This illustrates what we have
already seen in nuclear physics, that lifetimes depend sensitively on the energy released
in the decay, i.e. th@-value.) Because it is heavier than the muon, the tau has sufficient
energy to decay to many different final states, which can include both hadrons and leptons.
However about 35% of decays lead to purely leptonic final states, via reactions which are
very similar to muon decay, for example:

Tt v v T > € et v (3.3b)

1 Leon Lederman, Melvin Schwartz and Jack Steinberger shared the 1988 Nobel Prize in Physics for their use of neutrino beams
and the discovery of the muon neutrino. Martin Perl shared the 1995 Nobel Prize in Physics for his pioneering work in lepton
physics and in particular for the discovery of the tau lepton.

2 Although neutrinos have zero electric charge, they could in principle have a ahisigiautionthat would give rise to a magnetic

moment (like neutrons) and hence electromagnetic interactions. This would be forbidden in the standard model because neutrinos
are defined to be point-like.
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et ur

Figure 3.1 Single-photon exchange in the react®re™ — utu.

Associated with each generation of leptons is a quantum number cédiptba number
The first of these lepton numbers is tHlectron numberdefined for any state by

Le=N(e") — N(e") + N(ve) — N(ve), (3.4)

whereN(e™) is the number of electrons preseNte*) is the number of positrons present
and so on. For single-particle statés,= 1 for e~ andve; Le = —1 for et andve; and

L. = Ofor all other particles. Themuonandtauon numberare defined in a similar way and
their values for all single particle states are summarized in Table 3.1. They are zero for all
particles other than leptons. For multiparticle states, the lepton numbers of the individual
particles are added. For example, the final state in negtiagcay (i.en — p+ e~ + ve)

has

Le = Le(p) + Le(€7) + Le(ve) = (0) + (1) + (=1) =0, (3.5)

like the initial state, which hakg(n) = 0.

In the standard model, the value of each lepton number is postulated to be separately
conserved inany reaction. The decays (3.3) illustrate this principlelgton number
conservationln electromagnetic interactions, this reduces to the conservatilifeof) —

N(e"), N(u~) — N(ut), and N(z7) — N(z ), since neutrinos are not involved. This
implies that the charged leptons can only be created or annihilated in particle-antiparticle
pairs. For example, in the electromagnetic reaction

e +e - ut+u” (3.6)

an electron pair is annihilated and a muon pair is created by the mechanism of Figure 3.1.
In weak interactions more general possibilities are allowed, which still conserve lepton

numbers. For example, in the tau-decay proaess> €~ + ve + v;, a tau converts to a

tau neutrino and an electron is created together with an antineutrino, rather than a positron.

The dominant Feynman graph corresponding to this process is shown in Figure 3.2.

Ve

Ve

Figure 3.2 Dominant Feynman diagram for the decay — € vev,.
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Lepton number conservation, like electric charge conservation, plays an important role
in understanding reactions involving leptons. Observed reactions conserve lepton numbers,
while reactions that do not conserve lepton number are ‘forbidden’ and are not observed.
For example, the neutrino scattering reaction

vytn—>u +p (3.7)
is observed experimentally, whereas the apparently similar reaction
v,+n—>e +p (3.8)

that violates both_ andL, conservation, is not. Another example that violates Hath
andL, conservation i~ — e~ + y. If this decay were allowed, the dominant decay of

the muon would be electromagnetic and the muon lifetime would be much shorter than its
observed value. A number of possible decays that violate one or more lepton numbers have
been searched for but without success, and the upper limits for the branching ratios of such
decays are between 10and 1012, This is very strong evidence that lepton numbers are
conserved to a high degree of accuracy in reactions.

Finally, conservation laws explain the stability of the electron. The electron is stable
because electric charge is conserved in all interactions and the electron is the lightest
charged particle. Hence decays to lighter particles that satisfy all other conservation laws,
like e — ve + y, are necessarily forbidden by electric charge conservation. In the same
way, one would expect lepton number conservation to imply that the lightest particles with
nonzero values of the three lepton numbers — the three neutrinos — are stable, whether they
have zero masses or not, and this is shown in Table 3.1. However, we will return to this
question, and that of lepton humber conservation, in Section 3.1.6 below.

3.1.2 Universal Lepton Interactions: the Number of Neutrinos

The three neutrinos have similar properties, but the three charged leptons are strikingly
different. For example: the mass of the muon is roughly 200 times greater than that of
the electron and consequently its magnetic moment is 200 times smaller; high energy
electrons are stopped by modest thicknesses of a centimetre or so of lead, while muons are
the most penetrating form of radiation known, apart from neutrinos; and the tauon lifetime
is many orders of magnitude smaller than the muon lifetime, while the electron is stable. It
is therefore a remarkable fact that all experimental data are consistent with the assumption
that the interactions of the electron and its associated neutrino are identical with those
of the muon and its associated neutrino and of the tauon and its neyrovided the

mass differences are taken into accourttis property, calledepton universalitycan be
verified with great precision, because we have a precise theory of electromagnetic and
weak interactions (to be discussed in Chapter 6), which enables predictions to be made of
the mass dependence of all observables.

For example, when we discuss experimental methods in Chapter 4, we will show that the
radiation length which is a measure of how far a charged particle travels through matter
before losing a certain fraction of its energy by radiation, is proportional to the squared
mass of the radiating particle. Hence it is about 40* times greater for muons than for
electrons, explaining their much greater penetrating power in matter. As another example,
we have seen that the rates fordecays are extremely sensitive to the kinetic energy
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released in the decay (recall the enormous variation in the lifetimes of nuclei decaying
via 8 decay). As an example, the leptonic decays of the muon and the tau, being weak
interactions, will be proportional to the square of the ‘reduced’ Fermi coupling given in
Equation (1.55), with dimensioE—*. So, from dimensional arguments, the rates for muon
and tau leptonic decays are predicted to be proportional to the fifth power of the relevant
Q-values® Thus, from universality, the ratio of the decay rafess given approximately

by

r(r—>e+v_e+“f)*“/<QT>5=137x106 (3.9)
F(u=—e +vetv) \Qu | | |

This is excellent agreement with the experimental value3s ¥ 1P (and is even closer in

a full calculation) and accounts very well for the huge difference between the tau and muon
lifetimes. The above are just some of the most striking manifestations of the universality
of lepton interactions.

A question that arises naturally is whether there are more generations of leptons, with
identical interactions, waiting to be discovered. This question has been answered, under
reasonable assumptions, by an experimental study of the decays af theson. This
particle, one of the two gauge bosons associated with the weak interaction, has a mass of
91 GeV/c?. It decays, among other final states, to neutrino pairs

Z2° s v +v (C=epu 1) (3.10)

If we assume universal lepton interactions and neutrino masses that are small compared to
the mass of th&€°,* the decay rates to a given neutrino pair will all be equal and thus

[heutrinos= Ty, + Fv” +0, +--= N, Ty, (3-11)

whereN, is the number of neutrino species angis the decay rate to any given pair of
neutrinos. The measured total rate #t decay may then be written

Itotal = Thadrons+ l—‘Ieptons‘i‘ Ineutrinos (3-12)

where the first two terms on the right are the measured decay rates to hadrons and charged
leptons, respectively. Although the rate to a specific neutrino sp&giés not directly
measured, it can be calculated in the standard model and combining this with experimental
data for the other decay modes, a valueNgfmay be found. The best value using all
available data isN, = 3.00+ 0.08, which is consistent with the expectation for three
neutrino species, but not four. The conclusion is that only three generations of leptons can
exist, if we assume universal lepton interactions and exclude very large neutrino masses.
Why there are just three generations of leptons remains a mystery, particularly as the extra
two generations seem to tell us nothing fundamental that cannot be deduced from the
interactions of the first generation.

3 The increase of the decay rate as the fifth poweQad$ known asSargent’s Rule
4 More precisely, we assurme, < Mz /2, so that the decayd — vv are not forbidden by energy conservation.
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3.1.3 Neutrinos

As we mentioned in Chapter 1, the existence ofdleetron neutrina, was first postulated
by Pauli in 1930. He did this in order to understand the observed nygldacays

(Z,N) = (Z+LN-1)+€ +1e (3.13)
and
(Z,N)=> (Z-LN+1)+€e" + e (3.14)

that were discussed in Section 2.6. The neutrinos and antineutrinos emitted in these decays
are not observed experimentally, but are inferred from energy and angular momentum
conservation. In the case of energy, if the antineutrino were not present in the first of the
reactions, the energf. of the emitted electron would be a unique value equal to the
difference in rest energies of the two nuclei, i.e.

Ee = AMc? = [M(Z, N) = M(Z +1, N — 1)]¢?, (3.15)

where for simplicity we have neglected the extremely small kinetic energy of the recoiling
nucleus. However, if the antineutrino were present, the electron energy would not be unique,
but would lie in the range

MeC? < Ee < (AM — mjy,)c?, (3.16)

depending on how much of the kinetic energy released in the decay is carried away by
the neutrino. Experimentally, the observed energies span the whole of the above range
and in principle a measurement of the energy of the electron near its maximum value of
Ee = (AM — my,)c? determines the neutrino mass. The most accurate results come from
tritium (®H) decay. When experimental errors are taken into account, the experimentally
allowed range is

0<my <2eV/c®~ 4 x 10 °m,. (3.17)

We will discuss this determination of;, in more detail in Section 7.7.4, after we have
considered the theory ¢@f decay.

The masses of both, andv, can similarly be directly inferred from the and u™
energy spectra in the leptonic decays of muons and tauons, using energy conservation.
The results from these and other decays show that the neutrino masses are very small
compared with the masses of the associated charged leptons. The present limits are given in
Table 3.1.

Small neutrino masses, compatible with the above limits, can be ignored in most cir-
cumstances, and there are theoretical attractions in assuming neutrino masses are precisely
zero, as is done in the standard model. However, we will show in the following section that
there is now strong evidence for physical phenomena that could not occur if the neutrinos
had exactly zero mass. The consequences of neutrinos having small masses have therefore
to be taken seriously.

Because neutrinos only have weak interactions, they can only be detected with extreme
difficulty. For example, electron neutrinos and antineutrinos of sufficient energy can in
principle be detected by observing timgerses-decayprocesses

vet+N—>€ +p (3.18)
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and
Ve+p—et+n. (3.19)

However, the probability for these and other processes to occur is extremely small. In
particular, the neutrinos and antineutrinos emitteg@8idecays, with energies of order
1 MeV, have mean free paths in matter of ordef k.5 Nevertheless, if the neutrino
flux is intense enough and the detector is large enough, the reactions can be observed. In
particular, uranium fission fragments are neutron rich, and decay by electron emission to
give an antineutrino flux that can be of orde4®~2s~ or more in the vicinity of a
nuclear reactor, which derives its energy from the decay of nuclei. These antineutrinos will
occasionally interact with protons in a large detector, enabling examples of the igverse
decay reaction to be observed. As mentioned in Chapter 1 (footnote 12), electron neutrinos
were first detected in this way by Reines and Cowan in 1956, and their interactions have
been studied in considerable detail since.

The mu neutrina,, has been detected using the reactipr- n — p~ + p and other
reactions. In this case, well-defined high-energyeams can be created in the laboratory
by exploiting the decay properties of pigmghich are particles we have mentioned briefly
in Chapter 1 and which we will meet in more detail later in this chapter. The probability of
neutrinos interacting with matter increases rapidly with energy (this will be demonstrated
in Section 6.5.2) and for large detectors, events initiated by such beams are so copious that
they have become an indispensable tool in studying both the fundamental properties of
weak interactions and the internal structure of the proton. Finally, in 2000, a few examples
of tau neutrinos were reported, so that more than 70 years after Pauli first suggested the
existence of a neutrino, all three types have been directly detected.

3.1.4 Neutrino Mixing and Oscillations

Neutrinos are assumed to have zero mass in the standard model. However, as mentioned
above, data from thg decay of tritium are compatible with a nonzero mass. A phenomenon
that can occur if neutrinos have nonzero masse®igrino oscillation This is the name
given to the situation where a beam of neutrinos of one type, for exampleevelops
components of other types, for exampleand/orv, as it travels over long distances. For
this to occur, there must in addition lbeutrino mixing This is the assumption that the
neutrino statese, v, andv, that couple to electrons, muons and tauons, respectively, do not
have definite masses, but instead are linear combinations of three otheprstaiendvs
that do have definite masses, m, andmg, i.e. are eigenstates of mass.

For algebraic simplicity we will firstly consider the case of mixing between just two
flavour states, which we will denote by andvg. In order to preserve the orthonormality
of the states, we can write

Vo = Vj COSG;j + vj Sing;; (3.20)

5 The mean free path is the average distance a particle would have to travel in a medium for there to be a significant probability
of an interaction. This is defined in more detail in Section 4.3.
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and
Vg = —Vj sin@ij + vj COS@ij, (3.21)

wherey; andv; are the two mass eigenstates involved. Hegrés shorthand fotv,, )
etc, andy; is amixing anglethat must be determined from experiment.

If 6; # 0 then some interesting predictions follow. For example, when reutrino is
produced with momentum at timet = 0, thev; andv, components will have slightly
different energie€; and E, due to their slightly different masses. In quantum mechanics,
their associated waves will therefore have slightly different frequencies, giving rise to
a phenomenon somewhat akin to the ‘beats’ heard when two sound waves of slightly
different frequency are superimposed. As a result of this, one finds that the original beam
of v, neutrinos develops a; component whose intensity oscillates as it travels through
space, while the intensity of thg neutrino beam itself is correspondingly reduced iqe.
neutrinos will ‘disappear’.

This effect follows from simple quantum mechanics. To illustrate this we will consider
av, neutrino produced with momentumat timet = 0. The initial state is therefore

Ve, P) = |vi, P) COSH; + |vj, P) Sinbj, (3.22)

where we use the notatidiP, p) to denote a state of a particke having momentunp.
After timet this will become

a (t) |vi, p) cosdyj + a;(t)Ivj, p) sindjj, (3.23)
where
a(t)=e'EY" and aj(t) =e'EitN (3.24)

are the usual oscillating time factors associated with any quantum mechanical stationary
state® Fort # 0, the linear combination (3.22) does not correspond to a gureutrino
state, but can be written as a linear combination

A®)Ive, p) + B(t)Ivs, P), (3.25)
of v, andvy states, where the latter is
[vg, Py = —|vi, P) sinGjj + |v;, p) COSH;. (3.26)

The functionsA(t) and B(t) are found by solving (3.22) and (3.26) fox, p) and|vj, p),
then substituting the results into (3.23) and comparing with (3.25). This gives,

A(t) = a (t) cos 6; + a;(t) sir? ; (3.27)
and
B(t) = sing; cosjj[a; (t) — & (t)]. (3.28)
The probability of finding ays state is therefore, using (3.24),
P(va — vg) = |B()|? = sin(26;) sir’[(E; — E;)t/2A] (3.29)

6 See, for example, Chapter 1 of Mand| (1992).
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and thus oscillates with time, while the probability of findinganeutrino is reduced
by a corresponding oscillating factor. Irrespective of which neutrino stgtesidvg are
involved, the oscillations vanish if the mixing angle is zero, or if the corresponding mass
eigenstates; ; have equal masses, and hence equal energies, as can be seen explicitly from
(3.29). In particular, such oscillations are not possible #ndv; both have zero masses.
These formulas assume that the neutrinos are propagating in a vacuum, whereas in real
experiments they will be passing through matter and the situation is more complicated than
these simple results suggédtlowever, the result that neutrino oscillations can only occur
if neutrinos have nonzero masses remains unchanged.
Since neutrino masses are very smajl; >> m; ; ¢? and we can write

méc? — mfc?

T (3.30)

Ej — E = (mic* + p2c?)Y? — (mPc* + p’c?)"? ~

where p = |p| is the magnitude of the momentum of the initial neutrino. AlBo pc
and the time is determined by, the distance from the point of production, ites L /c,
Thus (3.29) may be written

P(ve — vp) ~ sinf(26;) sir(L/Lo), (3.31a)

where the oscillation length

4E(hc)
Lo= ———5—, (3.32)
(w7 — M)
with
P(vg = vo) =1— P(vy — vp). (3.31b)

As we shall see, the oscillation length is typically of order 100 km or more, so that
oscillations can be safely neglected under normal laboratory conditions. Nevertheless,
neutrino oscillations have been detected in several experiments.

It is worth emphasizing that in this discussion it is the statgs, andv, that have
definite values of the lepton numbers and it is lepton number conservation that is used
to identify the type of neutrino present in a neutrino reaction. Conversely, attempts to
establish neutrino oscillations rest on using the inverse beta-decay reactions (3.18) and
(3.19) to produce electrons and the analogous reactions for muon neutrinos to produce
muons, which are then detected. In addition, the tinedetermined by the distance of
the neutrino detector from the source of the neutrinos, since their energies are always
much greater than their possible masses, and they travel at approximately the speed of
light. Hence, for example, if we start with a source of muon neutrinos, the flux of muons
observed in a detector should vary with its distance from the source of the neutrinos, if
appreciable oscillations occur.

7 It can be shown that oscillations are enhanced when neutrinos traverse long distances in matter, such as from the interior of the
Sun to its surface.
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Control room

50,000 metric tons of ultra pure water

13,000 photosensitive detectors

Figure 3.3 A schematic diagram of the SuperKamiokande detector. (Adapted from an original
University of Hawaii, Manoa, illustration — with permission).

3.1.5 Oscillation Experiments and Neutrino Masses

There are a number of different types of experiment that can explore neutrino oscillations
and hence neutrino masses. They are conveniently divided into those that start from muon
neutrinos or antineutrinosnuon neutrino oscillatiosand those that start with electron
neutrinos or antineutrinoglectron neutrino oscillationsWe will start with the former.

3.1.5.1 Muon Neutrino Oscillations

The first experiment to produce definitive evidence for muon neutrino oscillations was
that of a Japanese group in 1998 using the giant SuperKamiokande detector to study
atmospheric neutrinoproduced by the action of cosmic raf/3he SuperKamiokande
detector is shown in Figure 3.3. (Detectors will be discussed in detail in Chapter 4, so the
description here will be brief.) It consists of a cylindrical stainless steel tank of roughly

40 m diameter and 40 m high, containing about 50,000 metric tons of very pure water. The
detector is situated deep underground in the Japanese Alps, at a depth equivalentto 2,700 m
of water. This is to use the rocks above to shield the detector from cosmic ray muons. The

8 Cosmic neutrinos were first detected (independently) by Raymond Davis Jr. and Masatoshi Koshiba, for which they were jointly
awarded the 2002 Nobel Prize in Physics.
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volume is separated into inner and outer regions. The walls of the large inner region are
lined with 11,200 light-sensitive devices called photomultipliers. When neutrinos with
energies above 1 GeV interact with nuclei in the water, the velocities of the electrons and
muons produced are greater than the speed of light in water. Because of this, a shock wave
of light, calledCerenkov radiation, is emitted. (This is analogous to the shock wave emitted
when an aircraft exceeds the speed of sound in air.) Teienkov radiation is detected
by the photomultipliers and used to infer properties of the particles that produt&tet.
outer region of water acts as a shield against low-energy particles entering the detector
from outside. An additional 1200 photomultipliers are located there to detect muons that
enter or exit the detector.

When cosmic ray protons collide with atoms in the upper atmosphere they create many
pions, which in turn create neutrinos mainly by the decay sequences

T U+, = ut 4+, (3.33)
and
W —> € + Vet vy, ut — et +ve+v,. (3.34)

From this, one would naively expect to detect two muon neutrinos for every electron
neutrino. However, the ratio was observed to be about 1.3 to 1 on average, suggesting
that the muon neutrinos produced might be oscillating into other species. Confirmation for
this was found by exploiting the fact that the detector could measure the direction of the
detected neutrinos to study the azimuthal dependence of the effect. Since the flux of cosmic
rays that lead to neutrinos with energies above about 1 GeV is isotropic, the production
rate for neutrinos should be the same all around the Earth. In particular, one can compare
the measured flux from neutrinos produced in the atmosphere directly above the detector,
which have a short flight path before detection, with those incident from directly below,
which have travelled a long way through the Earth before detection, and so have had plenty
of time to oscillate (perhaps several cycles). Experimentally, it was found that the yield of
electron neutrinos from above and below were the same within errors and consistent with
expectation for no oscillations. However, while the yield of muon neutrinos from above
accorded with the expectation for no significant oscillations, the flux of muon neutrinos
from below was a factor of about two lower. This is direct evidence for muon neutrino
oscillations.

In a later development of the experiment, the flux of muon neutrinos was measured as
a function ofL /E by estimatingL from the reconstructed neutrino direction. Valueg of
range from 15 km to 13,000 km. The results are shown in Figure 3.4 in the form of the ratio
of observed number of events to the theoretical expectation if there were no oscillations.
The data show clear evidence for a deviation of this ratio from unity, particularly at large
values ofL /E.

9 Cerenkov radiation and other aspects of particle detection are discussed in more detail in Chapter 4.
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Figure 3.4 Data from the SuperKamiokande detector showing evidence for neutrino oscillations
in atmospheric neutrinos. See text for details. (Adapted from Astid (2004). Copyright (2004)
American Physical Society, reprinted with permission).

Other experiments set limits oR(v,, — ve) and taking these into account, the most
plausible hypothesis is that muon neutrinos are changing into tau neuttindsch for
the neutrino energies concerned could not be detected by SuperKamiokande. If we define

2

A(mE) = m? —m?,

then the experiment yields the values
1.9x 1073 < A(m3,) < 3.0x 1073 (eV/c?)?, Sir?(26,3) > 0.9, (3.35)

i.e.0,3 > 36°, at 90% confidence levél. This conclusion is supported by results obtained

in 2006 from a laboratory-based experiment (MINOS) that started with a beamanfd
measured the flux at a large distance (250 km) from the place of origin of the beam.
Analysis of the data yields parameters consistent with those above.

3.1.5.2 Electron Neutrino Oscillations

Further evidence for neutrino oscillations comes from our knowledge of the Sun. We shall
see in Section 8.2.3 that the energy of the Sun is due to various nuclear reactions and
these produce a huge flux of electron neutrinos that can be detected at the surface of
the Earth. Since the astrophysics of the Sun and nuclear production processes are well
understood, this flux can be calculated with some confidence by what is known as the
‘standard solar modet? However, the measured count rate is about a factor of two lower

10 An experiment (Opera), under construction at the Gran Sasso National Laboratory in Italy, will study muon neutrino oscillations
using a beam directed from the CERN laboratory in Geneva (see Figure 4.6). Opera will be able to directly observe tau neutrinos
and so definitively settle this question.

11 We label the two neutrinos involved in this experimentaandvs, rather than; andv, to conform with the convention used

by the Particle Data Group — Amslet al. (2008).

12 This model is discussed in, for example, Chapter 4 of Phillips (1994).
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than the theoretical expectation. This is the so-cadleldr neutrino problemit was first
investigated by Davis and co-workers in an experiment that was started in the late 1960s
and studied the reaction

ve +3Cl > Ar + e, (3.36)

to detect the neutrinos. The principal component of this experiment is a huge tank contain-
ing tetrachloroethylene (Cl) in which a single argon-37 atom is produced on average
every few days by the reaction (3.36). These atoms are unstable, with a half-life of 35 days.
They are extracted by flushing the tank with helium gas every few weeks and counted by
observing their decays. The experiment was located deep underground, in a gold mine in
South Dakota, USA, to reduce the number of background events in which argon-37 atoms
are produced by reactions involving cosmic ray muons rather than neutrinos. The inferred
neutrino flux is expressed in terms of the ‘solar neutrino unit’ (SNU pronounced ‘snew’),
defined as one capture event per second for evelitayet atoms. After more than twenty
years of running, the neutrino flux was measured to.662 0.17 + 0.18 SNU, where the
first error is statistical and the second systematic. This measured rate is much smaller than
the expected rate,3+ 2.3 SNU, predicted by the standard solar model. The discrepancy
between these two values constitutes the solar neutrino problem and was confirmed by
a second experiment, called Kamiokande Il, which was a smaller precursor of the Su-
perKamiokande detector described above. Unlikeéti experiment, the Kamiokande
experiment was sensitive to the direction of the incoming neutrinos, and verified that they
came from the direction of the sun.

Reaction (3.36) has a threshold energy of 0.81 MeV and is therefore only sensitive to
relatively high-energy neutrinos from the Sun. Such neutrinos come predominantly from
the 8 decay

8B — ®Be+ €' + ve, (3.37)

where the neutrinos have an average energeV. Although the neutrinos from (3.37)
have been extensively studied, this decay contributes only abodtdfGhe total solar
neutrino flux. It is therefore important to detect neutrinos from other reactions, in particular
from the reaction

p+p—d+et + v (3.38)

which is the primary reaction that produces the energy of the Sun and contributes approxi-
mately 90% of the solar neutrino flux. (It is discussed in more detail in Section 8.2.3.) The
neutrinos in this reaction have average energies@26 MeV and cannot be detected by
reaction (3.36). Instead, the reaction

ve + "Ga— "‘Ge+ e (3.39)

has been used, which has a threshold energy of 0.23 MeV. (The experiments could also
detect neutrinos from the solar reactien+ ‘Be — ’Li + ve.) Just as for the original
experiments of Davist al, there were formidable problems in identifying the radioactive
products from this reaction, which produced only about 1 atoM®e per day in a target

of 30 tons of Gallium. Nevertheless, results from these experiments, called SAGE and
GALLEX, confirm the deficit of electron neutrinos and find between 60-70% of the flux
expected in the absence of oscillations. Since the predicted neutrino flux arising from (3.38)
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is insensitive to the details of the standard solar model, it is very unlikely that shortcomings
in the later could be the source of this discrepancy.

The proof that neutrino oscillations are indeed the solution to the solar neutrino problem
was definitively established by an experiment at the Sudbury Neutrino Observatory (SNO)
in Canada in 2002. This experiment used a w&kerenkov detector, like Kamiokande and
SuperKamiokande, but instead of normal water it used heavy wa@uaDd was therefore
able to study the reactions

@ve+d—e +p+p, Ovx+d—>vx+p+n (Cvx+e€ — v+e€,
(3.40)

wherex denotes any leptore(u, ) andd is the deuteron. The cross-section for (b) is
independent of the lepton type (this is a consequence of ‘lepton universality’ discussed in
Section 3.1.2) and hence independent of any possible oscillations. Since the observed flux
was consistent with expectations, this confirmed the correctness of the solar model. On
the other hand, the observed flux from (a) was only about 1/3 of expectations, implying
that about 2/3 of the electron neutrinos had transformed &md/ort neutrinos before
being detected at the surface of Earth. The flux for (c) would then be due to a mixture of
approximately 1/3 electron neutrinos and 2/& neutrinos. Because the cross-section for
Vi€~ — k€~ is different forve andv, . (see Problem 6.1), the expected rate for (c) is
below what would be expected if there were no oscillations. The data were consistent with
this assumption.

These solar neutrino results require that interactions with matter play a significant role
in neutrino oscillations and imply, for example, that a substantial fraction of a beag of —
would change to antineutrinos of other types after travelling a distance of order 100 km
from its source. This prediction has been tested by the KamLAND group in Japan. They
have studied the, flux from more than 60 reactors in Japan and South Korea after the
neutrinos have travelled distances of between 150 and 200 km. They found thafithe —
was only about 60% of that expected from the known characteristics of the reactors. A
simultaneous analysis of the data from this experiment and the solar neutrino data using
two-component mixing yields the results:

7.6 x 107° < |A(m3y)| £ 8.6 x 107° (eV/c?)?, 032> tarf(61p) <048 (3.41)

i.e. 29 5 612 S 35
The existence of neutrino oscillations (flavour changing), and by implication nonzero
neutrino masses, is now generally accepted on the basis of the above set of experiments.

3.1.5.3 Neutrino Masses

In order to extract reliable information from all the oscillation data, including that described
above, itis necessary to extend the discussion of Section 3.1.4 to include mixing between all
three neutrino mass stateg v, andvs, rather than just between two. We will not discuss

this in detail, except to say that the extended scheme requires two squared mass differences
AmZ, and Am3,and three mixing anglek,, 613 andé3 to describe the mixing® A global

13 There is also a phase anglgwhich we will discuss later in Section 6.6.5 in the context of CP violation.
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Figure 3.5 A three-neutrino squared-mass spectrum, assuming the ‘normal’ mass hierarchy
(m3 > m, > my), that is consistent with the values for masses and mixing angles given in Equa-
tions (3.35), (3.41) and (3.42). Also shown is the fractional flavour compositiong, of andvs.
(ve(solid), v, (dotted) v, (hatched)).

fit to all the data yields values oﬁimgz, 0>3, Amgl andéi, that are consistent with those
given in Equations (3.35) and (3.41), together with

Sir?(2013) < 0.19, (3.42)

the latter constraint coming mainly from measurementsonsing the Chooz nuclear
reactor in France. We will discuss the implications of these results in what follows.

We first note that, for the solar neutrino data, the interactions with matter play an impor-
tant role. As a bonus, this enables the sigmafZ, to be measured, whereas oscillations
in free space only determine the magnitude&rmhﬁ, as can be seen from Equations (3.31)
and (3.32). Because of this, the sign/3, is not determined and two solutions for the
mass hierarchy are possible: the so-called ‘normal’ mass hierarghy, m, > m;; and
the ‘inverted’ mass hierarchy, > m; > mg. The former case is shown in Figure (3.5),
where we also show the approximate flavour decomposition of the mass eigenstates re-
sulting from three-component mixing with parameters compatible with those of Equations
(3.35), (3.41) and (3.42). As can be seen, the lighter of the two states that dominate solar
neutrino oscillations is predominately an electron neutrino; wijlbas largev, andv.
components, but only a small electron neutrino component.

We can now return to the interpretation of the bound (3.17) and consider its consequences
for the ‘mass’ of the electron neutrino. The point here is that neutrinos with definite
flavours, like the electron neutrino, are superpositions of the mass eigenstateand v
and do not themselves have definite masses. Rather, in accord with the standard theory of
measurement in qguantum mechanics, a measurement of the mass of the electron neutrino
can yield any one of the three values m, or ms. However, ifm? > mJZ, one can easily
show that i — m;)? < m? — m?. Hence Equations (3.35) and (3.41) set upper limits on
the neutrino mass differences that are approximately

my—m; <10°2eV/c?,  |m3—my <5x 102 eV/c (3.43)

In other words, the neutrino masses are almost equal compared to a mass scalé¢af 1 eV
Hence it is safe to interpret (3.17) as implying

m <2 eV/c? (3.44)
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for all three neutrinosy, v, andvs. This limit is very small compared to the mass of the
lightest charged particle, the electron, and is a great improvement on the limits obtained
from muon and tauon decay experiments given in Table (3.1).

Finally, it is worth remarking that it is possible to obtain bounds on neutrino masses from
cosmology. The most exacting of these comes from using the current standard cosmological
model to analyse the large-scale structure of the universe. The bound is

> m, = (05— 1.0) eV/c?, (3.45)

where the sum is over all neutrino flavours= e, i, . This bound is compatible with
(3.17), but unlike the latter is not a direct measurement of mass. We will return to these
cosmological arguments briefly in Section 9.6.2.

3.1.6 Lepton Numbers Revisited

In the previous sections, we have assumed that lepton number conservation holds and can
be used to identify the neutrino flavour emitted or absorbed in any weak reaction. However,
lepton number violation could in principle be induced in such reactions by the existence of
neutrino oscillations. An example is the decay

T > u +y, (3.46)

which violates bothL, and L, conservation. This could arise by the mechanism of
Figure (3.6), in which the tau neutrino is emitted at the first vertex, then oscillates into a
muon neutrino before being reabsorbed at the second vertex. Thus the question arises as to
the validity of our assumption of lepton number conservation. To investigate this, we will
make a very rough estimate of the branching ratio for this decay and this will show that in
practice such effects are totally negligible in the standard model due to the short-range of
the weak interaction and can indeed be safely ignored.

Figure (3.6) involves a weak interaction vertex, the emission of a photon and an oscil-
lation; while the leptonic decay modes (3.3b) are purely weak interactions. Therefore, the
branching fraction of the decay (3.46) is expected to be of order-of-magnitude

B(tT = u~ +y)=OlaP(v; = v,) B(r™ — € v 1)), (3.473a)

where P(v; — v,) is the probability of oscillation and is the fine structure constant.
Thus, usingB(t~ — e v, ve) ~ O(1071), we have

B(z™ — u~ +y) = O[103P(v; — v,)]. (3.47b)

Figure 3.6 A Feynman diagram contributing to the decay — ©~ + y. There are two other
diagrams, where the photon is emitted by eitherheneson or the .
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The termP(v, — v,) can be estimated from the two-component mixing model of
v, <> v, oscillations used to describe the atmospheric neutrino data in Section 3.1.5. From
Equations (3.31a), we then have

P(v; — v,) ~ Sinf(26,3) sirf(L/Lo) ~ (L/Lo)?,

where we have used $i{26»3) > 0.9 and assumel = Lo. HereL is the typical distance
travelled by the neutrino and is of the same order as the rhriggyc of the weak
interaction. The oscillation length is given by

Lo = 4E(ho)/(AmM3,c%),

whereE is the typical energy of the neutrinos in Figure (3.6). Substituting these results
into (3.46) gives

2
1072 (m5 — m) 04} (3.47c)

Bz = u +y)=0

("> u +vy) [ 16E2MZ,
For E we make the crude dimensional estimnau;g—:c2 < E < m,c? for a tauon decaying at
rest. So finally, using the experimental value (3.43)4on3,, we have the rough estimate

B(tT = u +y)~ 104 -10" (3.48)

This is utterly negligible for all practical purposes and should be compared to the experi-
mental upper limit of~7 x 1078,

The above conclusion is confirmed by a more detailed treatment of both this and other
reactions. Lepton number violation in weak interactions is completely negligible within the
standard model, but is predicted to occur in some extensions of the model briefly discussed
in Section 9.5.

3.2 Quarks

We turn now to the strongly interacting particles — the quarks and their bound states, the
hadrons. These also interact by the weak and electromagnetic interactions, although such
effects can often be neglected compared to the strong interactions. To this extent we are
entering the realm of ‘strong interaction physics’.

3.2.1 Evidence for Quarks

Several hundred hadrons (not including nuclei) have been observed since pions were
first produced in the laboratory in the early 1950s and all have zero or integer electric
charges: 0+1, or + 2 in units ofe. They are all bound states of the fundamental %pin-
guarks, whose electric charges are eiﬂﬁéror —%, and/or antiquarks, with charge%

or +%. The quarks themselves have never been directly observed as single, free particles
and, as remarked earlier, this fact initially made it difficult for quarks to be accepted as
anything other than convenient mathematical quantities for performing calculations. Only
later when the fundamental reason for this was realized (it will be discussed in Chapter
5) were quarks universally accepted as physical entities. Nevertheless, there is compelling



88 Nuclear and Particle Physics

experimental evidence for their existence. The evidence comes from three main areas:
hadron spectroscopy, lepton scatteriaugdjet production

3.2.1.1 Hadron Spectroscopy

This is the study of the static properties of hadrons: their masses, lifetimes and decay
modes, and especially the values of their quantum numbers, including spin, electric charge
and several more that we define in Section 3.2.2 below. As mentioned in Chapter 1, the
existence and properties of quarks were first inferred from hadron spectroscopy by Gell-

Mann, and independently by Zweig, in 1964 and the close correspondence between the
experimentally observed hadrons and those predicted by the quark model, which we will

examine in more detail later, remains one of the strongest reasons for our belief in the

existence of quarks.

3.2.1.2 Lepton Scattering

Itwas mentioned in earlier chapters thatin the early 1960s, experiments were first performed
where electrons were scattered from protons and neutrons. These strongly suggested that
nucleons were not elementary. By the late 1960s this work had been extended to higher
energies and with projectiles that included muons and neutrinos. In much the same way
as Rutherford deduced the existence of nuclei in atoms, high-energy lepton scattering,
particularly at large momentum transfers, revealed the existence of point-like entities
within the nucleons, which we now identify as quarks.

3.2.1.3 Jet Production

High-energy collisions can cause the quarks within hadrons, or newly created quark-
antiquark pairs, to fly apart from each other with very high energies. Before they can
be observed, these quarks are converted into ‘jets’ of hadrons (a process referred to as
fragmentatiof whose production rates and angular distributions reflect those of the quarks
from which they originated. They were first clearly identified in experiments at the DESY
laboratory in Hamburg in 1979, where electrons and positrons were arranged to collide
‘head-on’ in a magnetic field. An example of a ‘two-jet’ event is shown in Figure 3.7.

The picture is a computer reconstruction of an end view along the beam direction;
the solid lines indicate the reconstructed charged particle trajectories taking into account
the known magnetic field, which is also parallel to the beam direction; the dotted lines
indicate the reconstructed trajectories of neutral particles, which were detected outside this
device by other means. The production rate and angular distribution of the observed jets
closely matches that of quarks produced in the reaction

e"+e —q+q, (3.49)

by the mechanism of Figure 3.8. Such jets have now been observed in many reactions, and
are strong evidence for the existence of quarks within hadrons.

The failure to detect free quarks is not an experimental problem. Firstly, free quarks would
be easily distinguished from other particles by their fractional charges and their resulting
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Figure 3.7 Computer reconstruction of a typical ‘two-jet’ event observed in the JADE jet
chamber. The figure shows an end view along the beam direction. (After Orito (1979), Fermilab,
with permission).

ionization properties? Secondly, electric charge conservation implies that a fractionally
charged particle cannot decay to a final state composed entirely of particles with integer
electric charges. Hence the lightest fractionally charged particle, i.e. the lightest free quark,
would be stable and so presumably easy to observe. Finally, some of the quarks are not
very massive (see below) and because they interact by the strong interaction, one would
expect free quarks to be copiously produced in, for example, high-energy proton-proton
collisions. However, despite careful and exhaustive searches in ordinary matter, in cosmic
rays and in high-energy collision products, free quarks have never been observed. The
conclusion — that quarks exist solely within hadrons and not as isolated free particles —
is calledconfinementlt is for this reason that we are forced to study the properties of
hadrons, the bound states of quarks.

The modern theory of strong interactions, callpgantum chromodynamics (QCD),
which is discussed in Chapter 5, offers at least a qualitative account of confinehent
though much of the detail eludes us due to the difficulty of performing accurate calculations.
In what follows, we shall assume confinement and use the properties of quarks to interpret
the properties of hadrons.

Figure 3.8 Mechanism for two-jet production iete~ annihilation reaction.

14 We will see in Chapter 4 that energy losses in matter due to ionization are proportional to the square of the charge and thus
would be ‘anomalously’ small for quarks.
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Table 3.2 Properties of quarks. All have sp§1 The masses shown are the constituent masses, in
units of GeV/c?. The antiparticles (not shown) have the same masses as their associated particles,
but the electric charge&)] are reversed in sign. In the major decay modedenotes other

particles allowed by the appropriate conservation laws.

Name Symbol Mass Q Lifetime (s) Major decays

down d mg ~ 0.3 -1/3

up u my A~ My 2/3

strange s ms ~ 0.5 -1/3 108 - 10710 s—>u+X

charmed c me ~ 1.5 2/3 102102 c—>s+X
c—>d+ X

bottom b m, &~ 4.5 -1/3 102101 b—c+X

top t m, ~ 171 2/3 ~1072° t— b+ X

3.2.2 Quark Generations and Quark Numbers

Six distinct types, oflavours,of spin—}l quarks are now known to exist. Like the leptons,
they occur in pairs, ogenerationsdenoted

u c t
@) G ) @50
Each generation consists of a quark with char@ (u, c, ort), together with a quark
of charge—%, (d,s, orb), in units ofe. They are called theown (d), up (u), strange
(s), charmed(c), bottom(b) andtop (t) quarks. The quantum numbers associated with

thes, ¢, b andt quarks are calledtrangenessharm bottomandtop, respectively®> The

antiquarks are denoted
d 5 b

with chargeSJr%, (d,s, orb), and—é, (U, ¢, ort). Approximate quark masses are given in
Table 3.2. Except for the top quark, these masses are inferred indirectly from the observed
masses of their hadron bound states, together with models of quark bifidegause of
this, they are also referred to esnstituenguark masses.

The stability of quarks in hadrons — like the stability of protons and neutrons in nuclei —
is influenced by their interaction energies. However, forgheandb quarks these effects
are small enough for them to be assigned approximate lifetimes 6f-10.0-1s for thes
quark and 10%*? — 10~*3s for both thec andb quarks. The top quark is much heavier than
the other quarks and its lifetime is of order8s. This lifetime is so short, that when top
quarks are created, they decay too quickly to form observable hadrons. In contrast to the
other quarks, our knowledge of the top quark is based entirely on observations of its decay
products.

15 The quantum numbers associated with the quark numbers ‘bottom’ and ‘top’ were originally called ‘beauty’ and ‘truth’,
respectively, but the former names are now more commonly used.
16 An analogy would be to deduce the mass of nucleons from the masses of nuclei via a model of the nucleus.
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Figure 3.9 Quark Feynman diagram for the deaay> pe 1. in the spectator model.

It is worth emphasizing that when we talk about ‘the decay of quarks’ we always
mean that the decay takes place within a hadron, with the other bound quarks acting as
‘spectators’, i.e. not taking part in the interaction. Thus, for example, in this picture neutron
decay at the quark level is given by the Feynman diagram of Figure 3.9 and no free quarks
are observed. Note that it is assumed that the exchanged particle interacts with only one
constituent quark in the nucleons. This is the essence o$pketator model(This is
similar to the idea of a single nucleon decaying within a radioactive nucleus.)

In strong and electromagnetic interactions, quarks can only be created or destroyed as
particle-antiparticle pairs, just like electrons, as we discussed in Section 3.1.1. Thisimplies,
for example, that in electromagnetic processes corresponding to the Feynman diagram of
Figure 3.10, the reactioe™ + e~ — ¢+ c, which creates a&c pair, is allowed, but the
reactione™ 4+ e~ — ¢+ U producing acu pair, is forbidden-’

More generally, it implies conservation of each of thecitark numbers

Ni = N(f)=N(f) (f =u,d,s,cb,t) (3.52)

where N(f) is the number of quarks of flavoulr present and\(f) is the number of
antiquarks of flavourf present. For example, for single-particle statds= 1 for thec
quark; N. = —1 for the c antiquark; andN. = O for all other particles. Similar results
apply for the other quark numbebl$;, and for multi-particle states the quark numbers of
the individual particles are added. Thus a state containing the partiales, hasN, = 2,

Ng = 1 andN¢ = O for the other quark numbers with= s, ¢, b, t.

%
et %
q %
]
Q
e 0 N
\Q’b‘

Figure 3.10 Production mechanism for the reactiere™ — qq.

17 Again, these reactions and associated Feynman diagrams do not imply that free quarks are created. Spectator quarks are
implicitly present to form hadrons in the final state.
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In weak interactions, more general possibilities are allowed, and only the total quark
number

Ng = N(q) — N(q) (3.53)

is conserved, wherd (q) andN(q) are the total number of quarks and antiquarks present,
irrespective of their flavour. This is illustrated by the decay modes of the quarks themselves,
some of which are listed in Table 3.2, which are all weak interaction processes, and we
have seen it also in the decay of the neutron in Figure 3.9. Other examplensithéecay

mode of the charmed quark, which is

c—>s+u+d, (3.54)

in which ac-quark is replaced by asquark and ai-quark is created together withca
antiquark. This clearly violates conservation of the individual quark numigrs, Ny
andNg, but the total quark numbeM, is conserved.

In practice, it is convenient to replace the total quark nunigin analyses by the
baryon numberdefined by

B = Ng/3=[N(a) — N(@)]/3. (3.55)

Like the electric charge and the lepton numbers introduced in the last section, the baryon
number is conserved iall known interactionsand unlike lepton number, there are no
experiments that suggest otherwi8e.

3.3 Hadrons

In principle, the properties of atoms and nuclei can be explained in terms of their proton,
neutron and electron constituents, although in practice many details are too complicated to
be accurately calculated. However the properties of these constituents can be determined
without reference to atoms and nuclei by studying them directly as free particles in the
laboratory. In this sense atomic and nuclear physics are no longer fundamental, although
they are still very interesting and important if we want to understand the world we live in.

In the case of hadrons, the situation is more complicated. Their properties are explained in
terms of a few fundamental quark constituents; but the properties of the quarks themselves
can only be studied experimentally by appropriate measurements on hadrons. Whether we
like it or not, studying quarks without hadrons is not an option.

3.3.1 Flavour Independence and Charge Multiplets

One of the fundamental properties of the strong interactidlav®ur independencé his

is the statement that the strong force between two quarks at a fixed distance apart is
independent of which quark flavoutsd, s, ¢, b, t are involved. Thus, for example, the
strong forces betweeums andds pairs are identical. The same principle applies to quark-
antiquark forces, which are, howevemt identical to quark-quark forces, because in
the former case annihilations can occur. Flavour independence does not apply to the

18 However, there ar¢éheoriesbeyond the standard model that predict baryon number nonconservation, although there is no
experimental evidence at present to support this prediction. These theories are discussed briefly in Section 9.5.
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electromagnetic interaction, since the quarks have different electric charges, but compared
to the strong force between quarks, the electromagnetic force is a small correction. In
addition, when applying flavour independence one must take proper account of the quark
mass differences, which can be nontrivial. However, there are cases where these corrections
are small or easily estimated, and the phenomenon of flavour independence is plain to see.
One consequence of flavour independence is the striking observation that hadrons occur
in families of particles with approximately the same masses, calfegge multiplets.
Within a given family, all particles have the same spin-parity and the same baryon number,
strangeness, charm and bottom, but differ in their electric charges. Examples are the
triplet of pions, ¢+, 7% 7 ~) and the nucleon doublep(n). This behaviour reflects an
approximate symmetry betwearandd quarks. It arises because, as we shall see in Section
3.3.2, these two quarks have only a very small mass difference

mg — My = (34 1) MeV/c?, (3.56)

so thatin this case mass corrections can to a good approximation be neglected. For example,
consider the proton and neutron. We shall see in the next section that their quark content
is p(938) = uud andn(940) = udd. If we neglect the small mass difference between the
u andd quarks and also the electromagnetic interactions, which is equivalent to setting alll
electric charges to zero, so that the forces acting onthiedd quarks are exactly equal,
then replacing ther quark by ad quark in the proton would produce a ‘neutron’ which
would be essentially identical to the proton. Of course the symmetry is not exact because of
the small mass difference between thandd quarks and because of the electromagnetic
forces, and it is these that give rise to the small differences in mass within multiplets.
Flavour independence of the strong forces betweandd quarks also leads directly
to thecharge independence of nuclear forces. the equality of the force between any
pair of nucleons, provided the two particles are in the same spin state. Subsumed in
the idea of charge independence is the ideahafrge symmetryi.e. the equality of the
proton-proton and neutron-neutron forces, again provided the two particles are in the same
spin state. Evidence for the latter is found in studies of nuclei with the same vale of
but the values ol and Z interchanged (calledirror nuclei). An example is shown in
Figure 3.11. The two nucléfB andiC have the same number op pairs, but'iB has
10 pp pairs and 15n pairs, wherea&lC has 15p pairs and 10wn pairs. Thus, allowing
for the Coulomb interaction, the approximate equality of the level structures of these two
nuclei, as seen in Figure 3.11, meahsrge symmetris approximately verified. To test
charge independence in a nuclear context we would have to look at the level structure in
three related nuclei such §Be, 1B and*iC. Here the test is not so clear-cut because an
np pair is not subject to the restrictions of the Pauli principle fpeandnn pairs and there
is evidence (to be discussed briefly in Chapter 7) thahfiferce is stronger in th& =1
state than in thé&s = O state. Nevertheless, the measured energy levels in such triplets of
nuclei support the idea of approximate charge independence of nuclear forces.
The symmetry betweanandd quarks is calleisospin symmetfy and greatly simplifies
the interpretation of hadron physics. It is described by the same mathematics as ordinary

19 Werner Heisenberg received the 1932 Nobel Prize in Physics for his contributions to the creation of quantum mechanics and
the idea of isospin symmetry.
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Figure 3.11 Low-lying energy levels with spin-parity? of the mirror nucleiB and*;C. (Data
from Ajzenberg-Selove (1990)).

spin, hence the name. For example, the proton and neutron are viewed as the ‘up’ and
‘down’ components of a single particle, the nuclebin that has an isospin quantum
numberl = 1, with |5 values} and—3, assigned to the proton and neutron, whiyés
analogous to the magnetic quantum number in the case of ordinary spin. Likewise, the
three pionst*, 7~ andx? are part of a tripletr with | = 1 corresponding tds values 1,
0 and—1, respectively. In discussing the strong interactions between pions and nucleons,
it is then only necessary to consider thN interaction with total isospin eithe}’ or %

As an example, we will consider some predictions for the hadronic resonance state
A(1232). TheA(1232) had = 3’ and four charge states™, A+, A% andA~ (see Table

3.3) corresponding t; = 2, 1, —%, —3 respectively. If we use the notatiomN; |, I3)
for am N state, thenz N; g g) is the unlque state ™ p and may be written
[7N; 2, 2) = |7; 1, 1) N; £, 2). (3.57)

The otherr N states may then be obtained by applying quantum mechanical shift (ladder)
operators to (3.57), as is done when constructing ordinary spin $tafbss gives

}nN,g,l f|n n —i—fln p) (3.58)

20 Readers unfamiliar with the mathematics of spin in quantum mechanics are referred to Section A.4 of Appendix A.
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Table 3.3 Some examples of baryons and mesons, with their major decay modes.
Masses are in MeXe?.

Particle Mass Lifetime (s) Major decays
aHud) 140 26 x 1078 whv, (~100%)
7%uu, dd) 135 84 x 107V yy (~100%)
K*(us) 494 12 x10°8 uhv, (64%)

770 (21%)

D~(dc) 1869 11x 10712 Several seen
B~ (bu) 5279 16 x 10°%? Several seen
p(uud) 938 Stable None
n(udd) 940 887 pe ve (100%)
A(uds) 1116 26 x 1010 pr— (64%)
n° (36%)
E%(uss 1315 29 x 10710 An® (99%)
A+ (uuu) 1232 ~0.6 x 10°2 pr* (100%)
Q- (ss9 1672 08 x 10°1° AK - (68%)
807 (24%)
Af(udo 2286 20 x 10713 Several seen

and hence isospin invariance predicts

At —nxtn) 1
- - 7 _Z 3.59
At — 7% ) 2° (3.59)

which is in good agreement with experiment.
Secondly, by constructing all theN isospin states by analogy with (3.57) and (3.58)
we can show that

P = N d - ) - 3N d ) (3.602)
and
o) = /2N 3 —2)+ & N ). (3.60b)

Then, if M, is the amplitude for scattering in a pure isospin stigtand using isospin
invariance,

M~ p— 77 p) = §Map+ 5Mup (3.61a)
and
M(E=p — 71°n) = LMz — LMy, (3.61b)

At the mass of theA(1232), the available energy is such that the total cross-section is
dominated by the elastiez( p — 7~ p) and charge-exchange { p — 7°n) reactions. In
addition, because th&(1232) had = 2, M3, >> My, SO

o™ P) =o(r p— 7 p)+ o p— 7°n) o 5| Mapl (3.62a)
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Figure 3.12 Total cross-sections for~ p and=* p scattering.

and
Utotal(7T+ p) o |M3/2|2- (3.62b)

Thus, neglecting small kinematic corrections due to mass differences (phase space correc-
tions), isospin symmetry predicts

Ototal(T + p) —
Ototal( = P)

Figure 3.12 shows the two total cross-sections at low energies. There are clear peaks with
Breit-Wigner forms at a mass of 1232 MeV corresponding to the production a¥f({h232)
and the ratio of the peaks is in good agreement with the prediction (3.63).

(3.63)

3.3.2 Quark Model Spectroscopy

The observed hadrons are of three tyfesyonsand their antiparticleantibaryonswhich
have half-integral spirandmesonswhich have integral spin. In thguark model of hadrons
the baryons are assumed to be bound states of three qqad)s &ntibaryons are assumed
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to be bound states of three antiquarfg| §) and mesons are assumed to be bound states
of a quark and an antiquarki@).?* The baryons and antibaryons have baryon numbers
1 and—1 respectively, while the mesons have baryon number 0. Hence the baryons and
antibaryons can annihilate each other in reactions that conserve baryon number to give
mesons or, more rarely, photons or lepton-antilepton pairs, in the final state.

The lightest known baryons are the proton and neutron, with the quark compositions:

p = uud, n=udd. (3.64)

These particles have been familiar as constituents of atomic nuclei since the 1930s. The
birth of particle physics as a new subject, distinct from atomic and nuclear physics, dates
from 1947, when hadrons other than the neutron and proton were first detected. These were
the pions already mentioned, and themesonsor kaons,discovered in cosmic rays by
groups in Bristol and Manchester Universities, respectively.

The discovery of the pions was not unexpected, since Yukawa had famously predicted
their existence and their approximate masses in 1935, in order to explain the observed range
of nuclear forces. (Recall the discussion in Section 1.5.2.) This consisted of finding what
mass was needed in the Yukawa potential to give the observed range of the strong nuclear
force (which was poorly known at the time). After some initial false signals, a particle with
the right mass and suitable properties was discovered: this was the pion. Here and in what
follows we will give the hadron masses in brackets in units of Mé¥fud use a superscript
to indicate the electric charge in unitsefThus the pions are*(140) andz°(135). Pions
are the lightest known mesons and have the quark compositions

rt=ud, #°=ul,dd, 7 =du (3.65)

While the charged pions have a unigue composition, the neutral pion is composed of both
uu anddd pairs in equal amounts. Pions are copiously produced in high-energy collisions
by strong interaction processes suclpas p — p+n+nx™t.

In contrast to the discovery of the pions, the discovery of the kaons was totally unex-
pected, and they were almost immediately recognized as a completely new form of matter,
because they had supposedly ‘strange’ properties. Eventually, after several years, it was
realized that these properties were precisely what would be expected if kaons had nonzero
values of a hitherto unknown quantum number, given the nsinamgenessywhich was
conserved in strong and electromagnetic interactions, but not necessarily conserved in
weak interaction. Particles with nonzero strangeness were natrewje particlesand
with the advent of the quark model in 1964, it was realized that strang&esas, apart
from a sign, the strangeness quark number, i.e.

S=—N.. (3.66)

21 |n addition to these so-called ‘valence’ quarks there could also in principle be other constituent quarks present in the form
of a cloud of virtual quarks and antiquarks — the so-called ‘sea’ quarks — the origin of which we will discuss in Section 5.4.

In this chapter we consider only the valence quarks that determine the static properties of hadrons. The effective masses of
the constituent quarks could be quite different from those that appear in the fundamental strong interaction Hamiltonian for
quark-quark interactions via gluon exchange, because these quarks are free of the dynamical effects experienced in hadrons. The
latter are referred to as ‘current’ quarks.
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Kaons are the lightest strange mesons, with the quark compositions:
K*(494) = us, K °(498) = ds, (3.67)

whereK * andK © haveS = +1 and their antiparticle ~ andK © haveS = —1, while the
lightest strange baryon is thembda,with the quark composition = uds Subsequently,
hadrons containing andb quarks have also been discovered, with nonzero values of the
charmandbottomquantum numbers defined by

C=Ne=N(©) - N@© and B=—N,=—[N(b)— N(Db)]. (3.68)

The above examples illustrate just some of the many different combinations of quarks that
form baryons or mesons. These and some further examples are shown in Table 3.3 and a
more extensive listing is given in Appendix E.

To proceed more systematically one could, for example, construct all the mesons states
of the formqq, whereq can be any of the six quark flavours. Each of these is labeled by its
spin and its intrinsic parity?. The simplest such states would have the spins of the quark
and the antiquark antiparallel with no orbital angular momentum between them and so have
spin-parityJ” = 0~. (Recall from Section 1.3.1 that quarks and antiquarks have opposite
parities.) If, for simplicity, we consider those states composed ofyudtands quarks,
there will be nine such mesons and they have quantum numbers which may be identified
with the mesonsK %, K*), (K°, K ™), (=*, 7°) and two neutral particles, which are called
n andn’. Thissupermultiplets shown Figure 3.13a as a plotbfthehyperchargedefined
as

Y=B+S+C+B+T,

Y
KO K* L n p
- nt oo 3 >t
K- ko T = =0
1 1 1 1 1 |3 1 - 1 1 I._‘ 1 |3
-1-12 0 12 1 -1-12 0 12 1
(a) (b)
Figure 3.13 The lowest-lying states with (2)° = 0~ and (b)J = %+ that are composed af, d

ands quarks.
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Figure 3.14 Theld = g+ baryon states composedwfd, s andc quarks.

againstls, the third component of isospin. This can be extended to the lowest-dyqiog
states and the lowest-lying supermultiplet consists of the gifht %+ baryons shown in
Figure 3.1332

Itis a remarkable fact that the states observed agree experimentally with those predicted
by the simple combinationgqqg, qqq andgq. A few experiments have claimed evidence
for the existence of states outside this scheme, possibly ones involving five quarks, but
despite extensive investigations, other experiments with larger quantities of data have failed
to confirm this. It therefore seems highly likely that hadron states are composed exclusively
of the simplest quark combinations of the basic quark model. This was one of the original
pieces of evidence for the existence of quarks and remains one of the strongest today.

The scheme may also be extended to more quark flavours, although the diagrams become
increasingly complex. For example, Figure 3.14 shows the predicted §+ baryon states
formed fromu, d, s andc quarks when all three quarks have their spins aligned, but still
with zero orbital angular momentum between them. All the states in the bottom plane have
been detected as well as many in the higher planes. Research in this field is ongoing and
experiments have found evidence for the first examples of ‘charmed-strange’ and ‘bottom-
strange’ baryons, i.e. ones containing one or more strange quarks together with a charmed
or bottom quark, respectively, but still no states have been found that are outside the simple
guark model scheme.

For many quark combinations there exist not one, but several states. For example, the
lowest-lying state of thaid system has spin-parity Oand is ther ™ meson. It can be
regarded as the ‘ground state’ of the€ystem. Here the spins of the quark constituents are

22 |f you try to try to verify Figure 3.13, you will find that it is necessary to assume that the overall hadronic wavefunctions
V¥ = Yspace¥spin are symmetricunder the exchange of identical quarks, i.e. opposite to the symmetry required by the Pauli
principle. (See Problem 3.8.) This apparent contradiction will be resolved in Chapter 5.
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anti-aligned to give a total spid= 0 and there is no orbital angular momenturbetween
the two quarks, so that the total angular momentum, which we identify as the spin of the
hadron, is] = L 4+ S = 0. Other ‘excited’ states can have different spin-parities depending
on the different states of motion of the quarks within the hadron.

An example is theK *+(890) meson with]® = 1. In this state thel ands quarks have
their spins aligned to give = 1 and there is no orbital angular momentum between them,
i.e.L =0, sothat the spin of thK**(890) isJ = L + S= 1. Thisis aresonance and such
states usually decay by the strong interaction, with very short lifetimes, of ordéf 40
The mass distribution of their decay products is described by the Breit-Wigner formula
discussed in Section 1.6.3. The spin of a resonance may be found from an analysis of the
angular distributions of its decay products. This is because the distribution is determined by
the wavefunction of the decaying particle, which will contain an angular part proportional
to a spherical harmonic labeled by the orbital angular momentum between the decay
products. Thus from a measurement of the angular distribution of the decay products, the
angular momentum may be found, and hence the spin of the resonance. It is part of the
triumph of the quark model that it successfully accounts for the excited states of the various
quark systems, as well as their ground states, when the internal motion of the quarks is
properly taken into account.

From experiments such as electron scattering we know that hadrons have typical radii
r of order 1 fm and hence associated time scafesof order 102%s. The vast majority
are highly unstable resonances, corresponding to excited states of the various quark sys-
tems, and decay to lighter hadrons by the strong interaction, with lifetimes of this order.
The K*+(892) = us resonance, mentioned above, is an example. It decas te® and
KOz * final states with a lifetime of B x 10-2®s. The quark description of the process
K** > K04 xtis

us — ds+ ud. (3.69)

From this we see that the final state contains the same quarks as the initial state, plus an
additionaldd pair, so that the quark numbelg andNy are separately conserved. This is
characteristic of strong and electromagnetic processes, which are only allowed if each of
the quark numbersl,, Ng, Ns, Nc, and Ny, is separately conserved.

Since leptons and photons do not have strong interactions, hadrons can only decay by
the strong interaction if lighter states composed solely of other hadrons exist with the
same quantum numbers. While this is possible for the majority of hadrons, it is not in
general possible for the lightest state corresponding to any given quark combination. These
hadrons, which cannot decay by strong interactions, are long-lived on a timescale of order
10~2%s and are often callestable particleslt is more accurate to call thetong-lived
particles because except for the proton they are not absolutely stable, but decay by either
the electromagnetic or weak interaction.

The proton is stable because it is the lightest particle with nonzero baryon number and
baryon number is conserved in all known interactih#é few of the other long-lived
hadrons decay by electromagnetic interactions to final states that include photons. These
decays, like the strong interaction, conserve all the individual quark numbers. An example

23 However, in Section 9.5 we discuss theories in which baryon numipert sonserved.
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is the neutral pion, which had, = Ny = Ns = N = Ny = 0 and decays by the reaction
70ud, dd) — y + y, (3.70)

with a lifetime of Q8 x 101¢s. However, most of the long-lived hadrons have nonzero
values for at least one of the quark numbers, and can only decay by the weak interaction, in
which quark numbers do not have to be conserved. For example, the positive pion decays
with a lifetime of 26 x 10~8 s by the reaction

= ut+v,, (3.71)
while the A(1116)= udsbaryon decays mainly by the reactions
A—p+n-, n+7° (3.72)
with a lifetime of 26 x 10-1°s. The quark interpretations of these reactions are
ud — ut + v, (3.73)

in which au-quark annihilates with eT—antiquark, violating botiN, andN4 conservation;
and for lambda decay to charged pions,

sud— uud+ du, (3.74)

in which ans quark turns into a1 quark and alu pair is created, violatindNg and Ng
conservation.

We see from the above that the strong, electromagnetic or weak nature of a given hadron
decay can be determined by inspecting quark numbers. The resulting lifetimes can then be
summarized as follows. Strong decays lead to lifetimes that are typically of ordétsl0
Electromagnetic decay rates are suppressed by powers of the fine structure amnstant
relative to strong decays, leading to observed lifetimes in the rangé 2010-?' s. Weak
decays give longer lifetimes, which depend sensitively on the characteristic energy of the
decay. A useful measure of the decay energy isQhealue, the kinetic energy released
in the decay of the particle at rest, which we have met before in Section 2.3. In the
weak interactions of hadron§-values of order 19— 10° MeV are typical, leading to
lifetimes in the range 10 — 10713s, but there are some exceptions, notably neutron
decayn — p + €~ + ve, for which

Q=my —mp—me—mg, =0.79 MeV. (3.75)

This is unusually small, leading to a lifetime of about $0Thus hadron decay lifetimes are
reasonably well understood and span some 27 orders of magnitude, from abtfistth0
about 18s. The typical lifetime ranges corresponding to each interaction are summarized
in Table 3.4.

3.3.3 Hadron Magnetic Moments and Masses

The quark model can make predictions for hadronic magnetic moments and masses in
a way that is analogous to the semi-empirical mass formula for nuclear masses, i.e. the
formulas have a theoretical basis, but contain parameters that have to be determined from
experiment. We will examine both cases.
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Table 3.4 Typical lifetimes of hadrons
decaying by the three interactions.

Interaction Lifetimes (s)
Strong 1022 - 1024
Electromagnetic 106 — 102
Weak 107 -10"8

3.3.3.1 Magnetic Moments

Magnetic moments have been measured only for%tTmctet of states composed ofd

ands quarks and so we will consider only these. In this supermultiplet, the quarks have
zero orbital angular momentum and so the hadron magnetic moments are just the sums of
contributions from the constituent quark magnetic moments, which we will assume are of
the Dirac form, i.e.

1e=(a, S =1 az]a, S = 1) = egeh/2mg = (egMp/mg)n, (3.76)

whereg, is the quark charge in units @and .y = eh/2M, is the nuclear magneton.
Thus,

2M,, M, M,

= 3m, " Hd = "gm, N B = " 3mg

Consider for example the case of th¢1116)= uds It is straightforward to show that
the configuration that ensures that the predicted quantum numbers of the supermultiplet
agree with experiment is to have thé pair in a spin-0 state. (This will be done in Chapter
5.) Hence it makes no contribution to tespin or magnetic moment and we have the
immediate prediction

Hu IN- 3.77)

Mp
3mg

KA = s = — UN- (3.78)

For %+ baryonsB with quark configuratioraab, the aa pair is in the symmetric spin-1

state with parallel spins (again this is to ensure that the predicted quantum numbers of the
supermultiplet agree with experiment) and magnetic momggt Zhe ‘spin-up’ baryon

state is given b

e 1 N [Zhe 1 ! .o _ _
Bis=15=1=/iBiS=1S=-faas=15=1 (3.79)

The first term corresponds to a state with magnetic momegpt-2up, since theb quark
hasS, = —%; the second term corresponds to a state with magnetic mamesince the
aapair hasS, = 0 and does not contribute. Hence the magnetic momeBtisfgiven by

e = 5(2pa — o) + 51b = Fia — FHo- (3.80)

24 See Section A.4 of Appendix A.
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Table 3.5 Magnetic moments of thé+ baryon octet as predicted by the constituent quark
model, compared with experiment in units;of, the nuclear magneton. These have been
obtained usingn = 0.344 GeV/c? andms = 0.539 Ge\/c?. Errors on the nucleon

moments are of order 10.

Particle Moment Prediction Experiment
p(938) 2w — Sua 2.73 2.793

n(940) $a — Suu -1.82 —1.913

A(1116) s —0.58 —0.613+ 0.004
»+(1189) 2w — Sus 2.62 2458+ 0.010
»-(1197) 2pa — Lus -1.02 —1.160+ 0.025
E°(1315) dus — Sna -1.38 —1.250+ 0.014
E-(1321) 2us — 31a —0.47 —0.651+ 0.003

For example, the magnetic moment of the proton is

4 1 M

Hp = éltu - §Md = FHN’ (3.81)

where we have neglected the mass difference betweanahdd quarks, as suggested by
isospin symmetry, and set, &~ myg = m.

The predictions for the magnetic moments of all the other members éertknetet may
be found in a similar way in terms of just two parameters, the massasdms. A best
fit to the measured magnetic moments (but not taking account of the errors on t#e data
yields the valuesn = 0.344 GeV/c? andms = 0.539 GeV/c?. The predicted moments are
shown in Table 3.5. The agreement is good, but by no means perfect and suggests that the
assumption that baryons are pajggstates with zero orbital angular momentum between
them is not exact. For example, there could be small admixtures of states with nonzero
orbital angular momentum.

3.3.3.2 Masses

We now turn to the prediction of hadron masses. The mass differences between members of
a given supermulitplet are conveniently separated into the small mass differences between
members of the same isospin multiplet and the much larger mass differences between
members of different isospin multiplets. The size of the former suggests that they have
their origin in electromagnetic effects and if we neglect them, then a first approximation
would be to assume that the mass differences are due solely to differences in the constituent
qguark masses. If we concentrate on hadrons with quark structures compaseti arid

s quarks, since their masses are the best known from experiment, this assumption leads
directly to the relations

ME—MZ=ME—MA=MA—MN=mS—mu,d (382)

25 |f we had fitted taking account of the errors, the fit would be dominated by the proton and neutron moments because they have
very small errors.
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for the 1™ baryon octet and
MQ — ME* = ME* — ME* = Mz* _— MA = ms - mu’d (383)

for the §+ decuplet. These give numerical estimatesrfar— m, 4 in the range 120 to
200 MeV/¢&, which are consistent with the estimate from magnetic moments above.

These results support the suggestion that baryon mass differences (and by analogy meson
mass differences) are dominantly due to the mass differences of their constituent quarks.
However, this cannot be the complete explanation, because if it were théﬁ tinecleon

would have the same mass as §1+eA(1232), as they have the same quark constituents,

and similarly for other related particles in tl%é octet and%’+ decuplet. The absence of
orbital angular momentum in these states means that there nothing equivalent to the ‘fine
structure’ of atomic physics. The difference lies in the spin structures of these states.

If we take the case of two spign-particles with magnetic momengs andp; separated
by a distance;; then the interaction energy is proportionalitp- uj/rif. If, in addition,
the particles are point-like and have chargeande;, the moments will be of the Dirac
formu; = (g /m;) S. Then for two particles in a relative S-state it can be shown that the
interaction energy is given by

87 g€ 2 _
3 mm VOFS -S) (3.84)

wherey (0) is the wavefunction at the origin; = 0. (When averaged over all space, the
interaction is zero except at the origin.) In atomic physics this is known asyiherfine
interactionand causes very small splittings in atomic energy levels. In the hadron case, the
electric charges must be replaced by their strong interaction equivalents, with appropriate
changes to the overall numerical factor. The resulting interaction is called (for reasons that
will be clear in Chapter 5) thehromomagnetic interactiorAs we cannot calculate the
equivalent quark-quark wavefunction, for the purposes of a phenomenological analysis we
will write the contribution to a hadron mass as
S-S

mym;

AE =

AM (3.85)

This assumes that (0)|? is the same for all states, which will not be exactly true.
Consider firstly the case of mesons. By writing the total spin squared as

=S+ =S+S$+25-%, (3.86)

we easily find that the expectation valuesSf S, are—%ﬁ2 for the S = 0 mesons and
zh? for the S = 1 mesons. The masses may be written

M(meson)=m; + my + AM, (3.87)
wherem; , are the masses of the constituent quarks and
3a 1 a 1
AM@JP =0 meson)= ————, AM(JIP =1 meson= - — (3.88)
4 mim, 4 mim,

anda is a constant to be found from experiment. The masses of the members ofdhd 0
1~ meson supermultiplets then follow from a knowledge of their quark compositions. For
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Table 3.6 Meson masses (in G&'??) in the constituent quark model compared with
experimental values. These have been obtained using).308 GeV/c?,
ms = 0.480 GeV/c? anda = 0.0602 (GeV/c?)s.

Particle Mass Prediction Experiment
T 2m— E 0.14 0.137
4m? 3a
K m+ms— —— 0.48 0.496
2 4 am 1 2
a
-Mm+-ms— - | — + — 0.56 0.549
" 3 +BaS 4<m2+m§)
2m+ — 0.78 0.770
p + A
a
® 2m+ — 0.78 0.782
e
K* m-+ms+ —— 0.89 0.892
a 4mmy
1) 2ms + yrees 1.03 1.020

example, th&-mesons have oneor d quark and one quark and so
3a
ammy’

Predictions for the masses of all the mesons are shown in Table 3.6, which also gives the
best fit to the measured masses (again ignoring the relative errors on the latter) using these
formulas.

The predictions correspond to the values

m = 0.308 GeV/c?>, ms=0.480 GeV/c?>, a=0.0602 (GeVc?)S. (3.90)

Mk =m+mg —

(3.89)

Note that the quark mass values are smaller from those obtained from fitting the baryon
magnetic moments. There is no contradiction in this, because there is no reason that quarks
should have the same effective masses in mesons as in baryons. The comparison with the
measured values is very reasonable, but omitted from the fit ig' thtate where the fit is
very poor indeed. Unlike the atomic case, the spin-spin interaction in the strong interaction
case leads to substantial corrections to the meson masses.

The baryons are somewhat more complicated, because in this case we have three pairs
of spin-spin couplings to consider. In general the spin-spin contribution to the mass is

AMocZij, i,j=13 (3.91)
i<j

In the case of theg+ decuplet, all three quarks have their spins aligned and every pair
therefore combines to make spin-1. Thus for example,

(S1+S)? =S+ S +25- S, = 0, (3.92)
giving S; - S; = h?/4 and in general
S $=5-%=5 % =h?/4 (3.93)
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Using this result, the mass of t&(1385), for example, may be written

b/1 2
Mg =2 = +— 3.94
s m+m5+4(m2+mms>, (3.94)

whereb is a constant to be determined from experiment. (There is no reasdntéor
be equal to the constaatused in the meson case because the quark wavefunctions and
numerical factors in the baryonic equivalent of Equation (3.84) will be different in the two
cases.)

In the case of tht%+ octet, we have

S+ +S)’=S+S+S+2S-+S -+ - S3) =30%/4 (3.95)
and hence
S S48 S+ S S =-3?/4 (3.96)

In addition, we have to consider the symmetry of the spin wavefunctions of individual
hadrons. For example, without proof, the spins ofdtendd pair in the A must combine
to giveS= 0. Thus, 8, + Sy)? = 0, so thatS, - Sy = —3h?/4. Then,

M —mu+md+ms+ﬁ |:mumd + MaMs + mdms:|, (397)
Finally, settingm, = myg = m gives
MA=2m+ms+£|:SJ'Sd +(8182+Sls3+8253,—318d:|
2| m? mm
3b
AT e (3.98)

where we have used (3.96). The resulting formulas for all%tﬁe)ctet and%‘Jr decuplet
masses are shown in Table 3.7. Also shown are the predicted masses using the best-fit
values

m=0.364GeVc?>, ms=0.537GeVc?, b=0.0261(GeVc?)? (3.99)

The agreement between these mass values and those obtained from fitting meson masses
(3.90) is reasonable, given that the quarks are in different environments and so there is no
reason why their effective masses should be identical.

Overall, what we learn from the above is that the constituent quark model is capable of
giving a reasonably consistent account of hadron masses and magnetic moments, at least
for the low-lying states (th@’ is an exception), provided a few parameters are allowed to
be found from experiment.
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Table 3.7 Baryon masses (in GeA?) in the constituent quark model compared with
experimental values. These have been obtained usirg).364 GeV/c?,
ms = 0.537 GeV/c? andb = 0.0261 (GeV/c?)3.

Particle Mass Prediction Experiment
N 3m— 3—b 0.94 0.939
A 3b/1
A 2m+ms — 7 (@) 1.12 1.116
)y 2m+ms+9 i - i 1.18 1.193
4\m mm
b/1 4
E m+ 2ms + - (—2 — —) 1.33 1.318
b 4\mz mm
A 3m+ 3 1.23 1.232
NV
z* 2m+ms + — (— + —) 1.38 1.385
4\ m  mm
b 2 1
e* m+ 2mg + — (— + —) 1.53 1.533
4\mm = m?
3b
Q Ims + —; 1.68 1.673

Problems

3.1 Which of the following reactions are allowed and which are forbidden by the conser-
vation laws appropriate to weak interactions?

@v,+p—>ut+n bB)ve+p—>n+e +xt
A -7t +e + e (KT - 7%+ ut+v,
@vetp—oe +at+p Ot —>pu"+v, 4+

3.2 Draw a fourth-order Feynman diagram for the weak rea@ion ™ — ve + v,,.

3.3 Show that the oscillation length in Equation (3.32) may be written
Lo = E/(1.27Am¢), whereL o is expressed in knk: in GeV andAmg in (eV/c?)>.

3.4 A KamLAND-type experiment detects neutrinos at a distance of 200 m from a
nuclear reactor and finds that the flux is (2A.0)% of that expected if there were
no oscillations. Assuming a two-component model with maximal mixéhg:(45°)
and a mean neutrino energy of 3 MeV, use this result to estimate the squared mass
difference of these and its oscillating partner.

3.5 If the Sun is assumed to be a uniform spherical plasma consisting of nucleons, with
radius 7x 10° km and total mass 2 10°°kg, calculate the mean free path= 1/no
of solar neutrinos from the dominant reaction (3.38), wheris the number of
nucleons per unit volume ared the neutrino-nucleon cross-section, may be written
o = 0.7E_ x 107*#?m?, whereE_ is the neutrino laboratory energy in GeV.

3.6 Draw the lowest-order Feynman diagrams at the quark level for the following decays:
(@) D~ — K%+ 7~, whereD~ is a meson containing@quark;
(b) A —> p+e + v
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3.7 Consider the following combinations of quantum numbe®s B, S, C, B) where
Q = electric charge,B = baryon number,S = strangenessC = charm and
B = bottom:

(@ (-1,1,-2,0,-1); (b)(00,1,0,1).

Which of these possible states are compatible with the postulates of the quark model?
3.8 Consider a scenario where overall hadronic wavefunctiwesnsist of just spin and
space parts, i.elV = Yspace¥spin. What would be the resulting multiplet structure of
the lowest-lying baryon states composedipfl ands quarks?
3.9 Find the parityP and charge conjugatio@ values for the ground-statel (= 0)
mesonx and its first excited { = 1) statep. Why does the charged pion have
a longer lifetime than the? Explain also why the decay® — 7+7~ has been
observed, but not the decay — 7°7°.

3.10 The particle Y- can be produced in the strong interaction process
K=+ p— K™ +Y~. Deduce its baryon number, strangeness, charm and bot-
tom, and using these, its quark content. THie(1311) decays by the reaction
Y~ — A+ n~. Give a rough estimate of its lifetime.

3.11 Verify the expression in Table 3.7 for the mass of §1+e2 baryon, given that the
spins of the two nonstrange quarks combine to @ve 1.

3.12 Consider the reaction
K +p—>Q +K"+K°,
followed by the sequence of decays
Q - 8% 7~
|—>rro + A
Ly +y

+ + 4 0
K _)jTL):+ﬂ+v and K°— 7" 477 +7°
m

(The quark decompositions of tife and Z° states are given in Table 3.3.) Classify
each process as strong, weak or electromagnetic and give your reasons.

3.13 Draw the lowest order Feynman diagram for the dekay — u* + v, +y and
hence deduce the form of the overall effective coupling.

3.14 Comment on the feasibility of the following reactions:
@p+p—nmt+nm- b)p—et+y ©) 2> A+y
dp+p—=Zt+n+Ko4+7+ (€8 > A+n- (AT - p+n°
3.15 Use theresults of Section 3.3.1 to deduce a relation between the total cross-sections for
the reactionss—p — K°2% 7~ p — K*X~ andz*p — KX+ atafixed energy.
3.16 At a certain energy (7 *n) ~ o (7~ p), whereass (K*n) # o (K~ p). Comment on
this.
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Experimental Methods

In earlier chapters we discussed the results of a number of experiments, but said very little
about how experiments are done. In this chapter we consider experimental methods. This
is a very extensive subject. Consider, for example, the measurement of nuclear lifetimes.
For lifetimes of a few minutes to several hours, the simplest method is to directly observe
the activity.4 as a function of time. Then from Equation (2.61), the decay rate, and hence
the lifetime, is obtainable directly from the slope of a semilog platlofersust. However

this method is impractical for lifetimes outside this range, and since nuclear lifetimes span
an enormous range of values, from'99 to 10°%° s, a very wide variety of techniques

has to be employed. The aim of this chapter will not be to give a comprehensive review
of specific experimental methods, but rather to emphasize the physical principles behind
them. More details may be found in specialized téxts.

4.1 Overview

To explore the structure of nuclei (nuclear physics) or hadrons (particle physics) requires
projectiles whose wavelengths are at least as small as the effective radii of the nuclei
or hadrons. This determines the minimum value of the momemumh/A and hence

the energy required. The majority of experiments are conducted using beams of particles
produced by machines calledceleratorsThis has the great advantage that the projectiles

are of a single type, and have energies that may be controlled by the experifri@adens

that are essentially mono-energetic may be prepared, and can be used to study the energy

1 See for example, Fernow (1986), Kleinknecht (1986), Krane (1988), Ferbel (1992), Leo (1994) and Poenaru and Greiner (1997).
There is also a review in Amslet al. (2008).
2 Nevertheless, even in particle physics, important experiments are still performed without using accelerators. For example, some
of those described in Chapter 3 on neutrino oscillations used cosmic rays and nuclear reactors. In fact cosmic rays are still the
source of the very highest energy particles.
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dependence of interactions. Infized-targetexperiment, the beam, once established, is
directed onto a target that is stationary in the laboratory, so that interactions may be
produced. Nuclear physics experiments are usually of this type, as are many experiments
in particle physics.

In particle physics, high energies are also required to produce new and unstable particles
and this reveals a disadvantage of fixed-target experiments when large centre-of-mass
energies are required. The centre-of-mass energy is important because it is a measure of
the energy available to create new particles. In the laboratory frame at least some of the
final-state particles must be in motion to conserve momentum. Consequently, at least some
of the energy of the initial beam must reappear as kinetic energy of the final-state particles,
and is therefore unavailable for particle production. In contrast, in the centre-of-mass
frame the total momentum is zero, and in principle all the energy is available for particle
production.

To find the centre-of-mass energy we use the expression

E2), = (P + Py)?c?, (4.1)

whereP is the particle’s 4-momentum and the subscripgadb refer to target and beam,
respectively’ For a fixed-target experiment in the laboratory we have

Pt = (mc,0);  Po=(EL/C, Po). (4.2)
Expanding (4.1) gives
EZy = (P? 4 P2 4+ 2P Py)c? (4.3)
and usingP? = m2c? etc, together with the general result
PPj = EE;/c?—pi-pj, (4.4)
we have
Ecm = (mic* + mic? + 2mc®E ) Y2 (4.5)

At high energies this increases only IiIE{/2 and so a decreasing fraction of the beam

energy is available for particle production, most going to impart kinetic energy to the target.
In a colliding-beamaccelerator, two beams of particles travelling in almost opposite

directions are made to collide at a small or zero crossing angle. If for simplicity we assume

the particles in the two beams have the same mass and laboratory Epeagy collide at

zero crossing angle, then the total centre-of-mass energy is

Ecw = 2. (4.6)

This increases linearly with the energy of the accelerated particles, and hence is a signifi-
cant improvement on the fixed-target result. Colliding beam experiments are not however
without their own disadvantages. The colliding particles have to be stable, which limits the
interactions that can be studied, and the collision rate in the intersection region is smaller
than that achieved in fixed-target experiments, because the particle densities in the beams
are low compared to a solid or liquid target.

3 A brief summary of relativistic kinematics is given in Appendix B.
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In addition to its energy, the performance of an accelerator is characterized by its
luminosity. This was defined in Equation (1.58) and gives the rate for a reaction in terms of
its cross-section. Luminosity is of particular importance for characterizing the performance
of a collider and it is worth noting that the general formula for luminosity given in Equation
(1.58) reduces in the case of a collider to the useful form

NN
L = nale

f, 4.7)

whereN; (i = 1, 2) are the numbers of particles in theolliding bunchesA is the cross-
sectional area of the beam aifids the frequency, i.ef = 1/T, whereT is the time taken
for the particles to make one traversal of the ring.

Finally, details of the particles produced in the collision (e.g. their momenta) are deduced
by observing their interactions with the material détectors which are placed in the
vicinity of the interaction region. A wide range of detectors is available. Some have a
very specific characteristic; others serve more than one purpose. Modern experiments,
particularly in particle physics, typically use several types in a single experiment.

In this chapter we start by describing some of the different types of accelerator that have
been built, the beams that they can produce and also how beams of neutral and unstable
particles can be prepared. Then we discuss the ways in which particles interact with matter,
and review how these mechanisms are exploited in the construction of a range of particle
detectors. Finally, we illustrate how these individual detectors are combined into modern
complex detector systems by considering some examples.

4.2 Accelerators and Beams

All accelerators use electromagnetic forces to boost the energy of stable charged particles.
These are injected into the machine from a device that provides a high-intensity source of
low-energy particles, for example an electron gun (a hot filament), or a proton ion source.
The accelerators used for nuclear structure studies may be classified into those that develop
a steady accelerating field (DC machines) and those in which radio frequency (r.f.) electric
fields are used (AC machines). All accelerators for particle physics are of the latter type.
We start with a brief description of DC machines.

4.2.1 DC Accelerators

The earliest type of DC accelerator was @ackcroft-Walton machinén which ions pass
through sets of aligned electrodes that are operated at successively higher potentials. These
machines are limited to energies of about 1 MeV, but are still sometimes used as injectors
as part of the multistage process of accelerating particles to higher erfergies.

The most important DC machine in current use is\tha de Graaff acceleratceind an
ingenious version of this, known as ttehdem Van de Graafthat doubles the energy of
the simple machine, is shown schematically in Figure 4.1. The key to this type of device is

4 Sir John Cockcroft and Ernest Walton received the 1951 Nobel Prize in Physics for the development of their accelerator and
the subsequent nuclear physics experiments they did using it.
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Figure 4.1 Principle of the tandem Van de Graaff accelerator. (See text for detailed description).

to establish a very high voltage. The Van de Graaff accelerator achieves this by using the
fact that the charge on a conductor resides on its outermost surface and hence if a conductor
carrying charge touches another conductor it will transfer its charge to the outer surface of
the second conductor.

In Figure 4.1, a high voltage source at | passes positive ions to a belt via a comb
arrangement at C. The belt is motor driven via the pulleys at P and the ions are carried on
the belt to a second pulley where they are collected by another comb located within a metal
vessel T. The charges are then transferred to the outer surface of the vessel, which acts as an
extended terminal. In this way a high voltage is established on T. Singly-charged negative
ions are injected from a source and accelerated along a vacuum tube towards T. Within T
there is a stripper S (for example a thin carbon foil) that removes two or more electrons
from the projectiles to produce positive ions. The latter then continue to accelerate through
the second half of the accelerator increasing their energy still further and finally may be
bent and collimated to produce a beam of positive ions. This brief account ignores many
technical details. For example, an inert gas at high pressure is used to minimize electrical
breakdown by the high voltage. The highest energy Van de Graaff accelerator can achieve
a potential of about 30-40 MeV for singly-charged ions and greater if more than two
electrons are removed by the stripper. It has been an important tool for nuclear research
for many years.

4.2.2 AC Accelerators

Accelerators using r.f. electric fields may conveniently be divided lintar and cyclic
varieties.

4.2.2.1 Linear Accelerators

In a linear accelerator (dnac) for accelerating ions, particles pass through a series of
metal pipes calledrift tubesthat are located in a vacuum vessel and connected successively

to alternate terminals of an r.f. oscillator, as shown in Figure 4.2. Positive ions accelerated
by the field move towards the first drift tube. If the alternator can change its direction as
the ions pass through that tube, then they will be accelerated again on their way between
the exit of the first and entry to the second tube, and so on. Thus the particles will form
bunches. Because the particles are accelerating, their speed is increasing and hence the
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Figure 4.2 Acceleration in a linear ion accelerator.

lengths of the drift tubes have to increase to ensure continuous acceleration. To produce a
useful beam the particles must keep in phase with the r.f. field and remain focused. Proton
linacs of this type are often used in particle physicsrgectors That is, they produce
proton beams of moderate energy that are injected into a more powerful machine, usually
a synchrotron (described below), where they are accelerated to much higher energies.

Many linear accelerators for ions exist worldwide. An example is the Argonne Tandem
Linear Accelerator System (ATLAS) at the Argonne National Laboratory, USA. ATLAS
is a leading facility in the USA for nuclear structure research and was the world’s first
superconducting linear accelerator for ions. It can produce beams of a very wide variety
of stable ions with energies in the range 7-17 MeV per nucleon, and also secondary
radioactive beams that are used, for example, to study reactions of interest to astrophysics.
We will return to this latter application briefly in Section 9.2.2.

For electrons, whose speed very rapidly approaches the speed of light, a variation of
this method is used. In this case the accelerator consists of a straight tube in the form of a
series of cylindrical metal cavities. Power is fed to the accelerator from a series of devices
called klystrons, which produce electromagnetic radiation in the form of microwave pulses
that are transported via waveguides to the accelerator. There they generate an oscillating
electric field pointing along the direction of the metal tube and a magnetic field in a circle
around the interior of the accelerating tube. The magnetic field helps to keep the beam
focused, and the frequency of the microwaves is adjusted so that the electrons arrive at
each cavity of the accelerator at the optimal time to receive the maximum energy boost
from the electric field. As long as this phase relationship can be maintained, the particles
will be continuously accelerated. Many electron linacs exist worldwide, the largest being
the SLC at the SLAC laboratory in Stanford, USA, which has a maximum energy of
50 GeV. It consists of 80,000 copper cavities separated by copper discs with a small hole
at the centre to transmit the beam. The SLC is over 3 km long.

An ingenious way of reducing the enormous lengths of high-energy linacs has been
developed at the Continuous Electron Beam Accelerator Facility (CEBAF) at the Jefferson
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Figure 4.3 Schematic diagram of a cyclotron. (Adapted from Krane (1988). Copyright (1988) John
Wiley & Sons, Inc., reprinted with permission).

Laboratory in the USA. This utilizes the fact that above about 50 MeV, electron velocities
are very close to the speed of light and thus electrons of very different energies can be
accelerated in the same drift tube. Instead of a single long linac, the CEBAF machine
consists of two much shorter linacs and the beam from one is bent and passed through the
other. This can be repeated for up to four cycles. Even with the radiation losses inherent
in bending the beams, very intense beams can be produced with energies between 0.5 and
6.0 GeV. CEBAF is proving to be an important machine in the energy region where nuclear
physics and particle physics descriptions overlap.

4.2.2.2 Cyclic Accelerators

Cyclic accelerators used for low-energy nuclear physics experiments are of a type called
cyclotrons® They are also used to produce beams of particles for medical applications,
including proton beams for radiation theraiJhere are several types of cyclotron; we will
describe just one. This is illustrated schematically in Figure 4.3. The accelerator consists
of two ‘dee’-shaped sections across which an r.f. electric field is established. Charged ions
are injected into the machine near its centre and are constrained to traverse outward spiral
trajectories by a magnetic field. The ions are accelerated each time they pass across the gap
between the dees. At the maximum radius, which corresponds to the maximum energy,
the beam is extracted. The shape of the magnetic field, which is also shown in Figure 4.3,
ensures that forces act on particles not orbiting in the median plane move them closer to this
plane. This brief description ignores the considerable problems that have to be overcome
to ensure that the beam remains focused during the acceleration.

5 The cyclotron was invented by Ernest Lawrence, who received the 1939 Nobel Prize in Physics for this and the experimental
work he did using it.
6 This is discussed briefly in Section 8.4.1.2.
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Figure 4.4 Cross-section of a typical bending (dipole) magnet (left diagram) and a focusing
(quadrupole) magnet (right diagram). The thin arrows indicate field directions; the thick arrows
indicate the force on a negative particle travelling into the paper.

Cyclic accelerators used in particle physics are cadlgtthrotrons They operate in a
somewhat different way to cyclotrons. The principle afyachrotronis analogous to that
of a linear accelerator, but where the acceleration takes place in a near circular orbit rather
than in a straight line. The beam of particles travels in an evacuated tube callaeebiine
pipeand is constrained in a circular, or near circular, path by an array of dipole magnets
called bending magnets. (See Figure 4.4a.) Acceleration is achieved as the beam repeatedly
traverses one or more cavities placed in the ring where energy is given to the particles.
Since the patrticles travel in a circular orbit they continuously emit radiation, called in this
contextsynchrotron radiationFor a relativistic particle of masaand a given energy, the
energy lossis proportional to m*. For electrons the losses are thus very severe, and the
need to compensate for these by the input of large amounts of r.f. power limits the energies
of electron synchrotrons.

The momentum in GeV/c of an orbiting particle with unit charge is givep by 0.3Bp,
whereB is the magnetic field in Tesla and the radius of curvature, is measured in metres.
Becausep is increased during acceleratioB,must also be steadily increasedpifis to
remain constant, and the final momentum is limited both by the maximum field available
and by the size of the ring. With conventional electromagnets, the largest field attainable
over an adequate region is about 1.5 T, and even with superconducting coils it is only of
order 10 T. Hence the radius of the ring must be very large to achieve very high energies.
For example the Tevatron accelerator, located at the Fermi National Laboratory, Chicago,

7 See, for example, p. 661 of Jackson (1975).
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B and receives an increase (decrease) in its rotational frequency. Thus patrticles oscillate about the
equilibrium orbit.

which accelerates protons and antiprotons to energies of 1 TeV, has a radius of | km. A
large radius is also important to limit synchrotron radiation losses in electron machines.

In the course of its acceleration, a beam may make typicafiytri®ersals of its orbit
before reaching its maximum energy. Consequently, stability of the orbit is vital, both to
ensure that the particles continue to be accelerated, and that they do not strike the sides of the
vacuum tube. In practice the particles are accelerated in bunches, each being synchronized
with the r.f. field. In equilibrium, a particle increases its momentum just enough to keep
the radius of curvature constant as the fiBlds increased during one rotation, and the
circulation frequency of the particle is in step with the r.f. of the field. This is illustrated in
Figure 4.5. Particle B is assumed to be in equilibrium orbit, synchronous with the r.f. field.
Particle A, behind the r.f. phase, receives a lower momentum increase from the field than
particle B. This will reduce the radius of its orbit and, since its veloecity c, increase
its rotational frequency relative to particle B. Conversely, a particle C, ahead of the r.f.
phase, receives a greater momentum increase and a decrease in its rotational frequency.
With obvious changes, a similar principle is used in linear accelerators.

In practice, the particles remain in the bunch, but their trajectories oscillate about the
stable orbits. These oscillations are controlled by a series of focusing magnets, usually of
the quadrupole type, which are placed at intervals around the beam and act like optical
lenses. A schematic diagram of one of these is shown in Figure 4.4b. Each focuses the
beam in one direction and de-focuses it in the orthogonal direction, so alternate magnets
have their field directions reversed to keep the particles in a stable orbit.

In addition to the energy of the beam, one is also concerned to produce a beam of
high intensity, so that interactions will be plentiful. The intensity is ultimately limited by
defocusing effects, e.g. the mutual repulsion of the particles in the beam, and a number of
technical problems have to be overcome which are outside the scope of this brief account.
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4.2.2.3 Fixed Target Machines and Colliders

Both linear and cyclic accelerators can be divided ifited-targetand colliding beam
machines. The latter are also known @dliders, or sometimes in the case of cyclic
machinesstorage rings In fixed-target machines, as mentioned previously, particles are
accelerated to the highest operating energy and then the beam is extracted from the machine
and directed onto a stationary target, which is usually a solid or liquid. Much higher energies
have been achieved for protons than electrons, because of the large radiation losses inherent
in electron machines mentioned earlier. The intensity of the beam is such that large numbers
of interactions can be produced, which can either be studied in their own right or used to
produce secondary beams.

An interesting proton synchrotron for nuclear physics studies is the COSY facility lo-
cated at the Research Centidich, Germany. Low-energy protons are pre-accelerated in
a cyclotron, then cooled to reduce their transverse momentum and injected into a syn-
chrotron, where they are further accelerated to momenta in the range 600 and 3700 MeV/c
(corresponding to energies of 175 and 2880 MeV). The protons can be stored in the ring for
appreciable times and are available for experiments not only in the usual way by extracting
the beam, but also by using the circulating beam to interact with a very thin internal target.
Thus we have a mixture of storage rings and fixed targets. The fact that the circulating
beam may make as many asd@aversals through the target compensates to some extent
for its low particle density.

The main disadvantage of fixed-target machines for particle physics has been mentioned
earlier: the need to achieve large centre-of-mass energies to produce new particles. Almost
all new machines for particle physics are therefore colliders, although some fixed-target
machines for specialized purposes are still constructed. The largest collider that has been
built is the Large Hadron Collider (LHC), at CERN, Geneva, which became operational
in the Summer of 2008. This is a masspp accelerator of circumference 27 km and
luminosity L = 10**cm~?s~%, with each beam having an energy of 7 TeV. A schematic
diagram of the CERN site showing the LHC and some of the other accelerators there is
shown in Figure 4.6. The acceleration process for the LHC starts with a linac whose beam
is boosted in energy in the PSB (Proton Synchrotron Booster) and passed to the PS (Proton
Synchrotron), a machine that is still the source of beams for lower-energy experiments.
The beam energy is increased still further in the SPS (Super Proton Synchrotron) that
also provides beams for a range of experiments as well as the injection beams for the LHC
itself. Four beam intersection points are shown in the LHC and experiments (ALICE, CMS,
LHC-b and ATLAS) are located at each of these. The extracted neutrino beam shown at
the bottom of the diagram is sent to the Gran Sasso laboratory in Italy 730 km away and is
used for neutrino experiments, including oscillation experiments of the type discussed in
Chapter 3.

To compliment and extend the capabilities of the LHC, work is proceeding by an
international collaboration on a proposal to build an enormous electron-positron collider
using superconducting r.f. technology. This machine, the International Linear Collider
(ILC) will consist of two linear accelerators, each 15 km long, initially producing beams

8 The use of the termstorage ringsandcollidersas synonymous is not strictly correct, because the former can also describe a
machine that stores a single beam for use on both internal and external fixed targets.
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Figure 4.6 A schematic diagram of the CERN site showing the LHC and some of its other
accelerators.

of 250 GeV electrons and positrons that will collide head-on 14,000 times per sec. The
timescale for completion could be as late as 2020. A later stage is planned that would
double the beam energies.

Other large colliders currently operational include the Tevatron, mentioned above, and
the Relativistic Heavy lon Collider (RHIC), located at Brookhaven National Laboratory,
USA. The latter machine, which began operation in 2000, following 10 years of devel-
opment and construction, is the first collider in the world capable of accelerating heavy
ions. Like the LHC, there are several stages, involving a linac, a tandem Van de Graaff and
a synchrotron, before the ions are injected into the main machine. There they form two
counter-circulating beams controlled by two 4-km rings of superconducting magnets and
are accelerated to an energy of 100 GeV/nucleon. Thus the total centre-of-mass energy
is 200 GeV/nucleon. Collisions occur at six intersection points, where major experiments
are sited. RHIC primarily accelerates ions of gold and is used to study matter at extreme
energy-densities, where a new state of matter called a ‘quark-gluon plasma’ is predicted to
occur. This is discussed briefly in Section 5.5.
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4.2.3 Neutral and Unstable Particle Beams

The particles used in accelerators must be stable and charged, but one is also interested in
the interaction of neutral particles, e.g. photons and neutrons, as well as those of unstable
particles, such as charged pions. Beams appropriate for performing such experiments are
produced in a number of ways.

We have seen that neutrons are the natural product of many radioactive decays and we
will see in Section 8.1 that a large flux of neutrons is present in a nuclear reactor. Typically
these will have a spectrum concentrated at low energies of 1-2 MeV, but extending as high
as 5-6 MeV. Purpose-built reactors exist for research purposes, such as the ILL reactor
at the Institut Laue-Langevin, France. Another source of neutrons is viapdiléation
process. The most important neutron spallation source at present is ISIS located at the
Rutherford Appleton Laboratory, UK. In this machine, protons that have been accelerated
in a linac to 70 MeV are injected into a synchrotron that further accelerates them to
800 MeV, where they collide with a heavy metal target of tantalum. The interaction drives
out neutrons from the target and provides an intense pulsed source. In each case, if beams
of lower-energy neutrons are required these are produced by slowing down faster neutrons
in moderators which are materials with a large cross-section for elastic scattering, but a
small cross-section for absorption. In Section 8.1.2 we will see that moderators are vital
for the successful extraction of power from fission nuclear reactors.

Beams of unstable particles can be formed provided their constituents live long enough
to travel appreciable distances in the laboratory. In particle physics one way of doing this is
to direct an extracted primary beam onto a heavy target. In the resulting interactions with
the target nuclei, many new particles are produced which, using electromagnetic fields,
may then be analysed into secondary beams of well-defined momentum. Such beams wiill
ideally consist predominantly of particles of one type, but if this cannot be achieved, then
the wanted species may have to be identified by other means. Beams of radioactive ions
may be produced in a similar way. Thus, an energetic particle (typically several tens of
MeV/uto GeV/u)is fragmented in a nuclear reaction in a thin target and radioactive reaction
products are separated in-flight and transported as a secondary beam to the experiment.
Another method employs two independent accelerators: a high-power driver accelerator
for production of the short-lived nuclei in a thick target that is directly connected to an ion
source and a second post-accelerator. Radioactive ions diffuse out of a hot target into an
ion source where they are ionized for acceleration in the post-accelerator.

If the secondary beams are composed of unstable particles, they can themselves be used
to produce further beams formed from their decay products. For example, if a high-energy
beam of protons interacts with a heavy target, secondary particles will be produced, most
of which will be pions. (Other possible particles produced are kaons, that have to be
produced with a hyperon to conserve strangeness — this an example of sasatieited
production) A collimator can be used to select particles in a particular direction, and the
7~ component can subsequently be removed and focussed into a mono-energetic beam
by selective use of electrostatic fields and bending and focusing magnets. This beam of
charged pions can be used to produce further secondary beams. For example,ishe
unstable and as we have seen, one of its weak interaction decays modesigt™ + v,,.

So if the pions are passed down a long vacuum pipe, many will decay in flight to give
muons and antineutrinos, which will mostly travel in essentially the same direction as the
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initial beam. The muons and any remaining pions can then be removed by passing the beam
through a very long absorber, or by deflection in a magnetic field, leaving the neutrinos.
In this case the final neutrino beam will have a momentum spectrum reflecting the initial
momentum spectrum of the pions, and since neutrinos are electrically neutral, no further
momentum selection using magnets is possible.

4.3 Particle Interactions with Matter

In order to be detected, a particle must undergo an interaction with the material of a
detector. In this section we discuss these interactions, but only in sufficient detail to be able
to understand the detectors themselves.

The first possibility is that the particle interacts with an atomic nucleus. For example, this
could be via the strong nuclear interaction if it is a hadron, or by the weak interaction if it is
a neutrino. We know from the work of Chapter 1 that bothsdrert-range interactiondf
the energy is sufficiently high, new particles may be produced, and such reactions are often
the first step in the detection process. In addition to these short-range interactions, a charged
particle will also excite and ionize atoms along its path, giving risemization energy
lossesand emit radiation, leading fadiation energy lossefoth of these processes are
due to the long-range electromagnetic interaction. They are important because they form
the basis of most detectors for charged particles. Photons are also directly detected by
electromagnetic interactions, and at high energies their interactions with matter lead pre-
dominantly to the production @&" e~ pairs via thepair productionprocesys — et + e,
which has to occur in the vicinity of a nucleus to conserve energy and momentum. (Recall
the discussion in Section 1.5.1 on the range of forces.) All these types of interactions are
described in the following sections.

4.3.1 Short-range Interactions with Nuclei

For hadrons, the most important short-range interactions with nuclei are due to the strong
nuclear force, which unlike the electromagnetic interaction is as important for neutral
particles as for charged ones, because of the charge independence of the strong interaction.
Both elastic scattering and inelastic reactions may result. At high energies, many inelastic
reactions are possible, most of them involving the production of several particles in the
final state.

Many hadronic cross-sections show considerable structure at low energies due to the
production of hadronic resonances, but at energies above about 3 GeV, total cross-sections
are usually slowly varying in the range 10-50 mb and are much larger than the elastic
cross-section. (The examplesf p scattering is shown in Figure 4.7.) This is of the same
order-of-magnitude as the ‘geometrical’ cross-sectiarf ~ 30 mb, wherer ~ 1fm is
the approximate range of the strong interaction between hadrons. Total cross-sections on
nuclei are much larger (see for example Figure (2.18)), increasing roughly like the square
of the nuclear radius, i.e. lik&%3.

A special case is the detectiontbérmalneutrons (defined as those with kinetic energies
below about 0.02 eV). We have seen in Chapter 2 that neutrons in this region have very
large cross-sections for being absorbed, leading to the production of a compound nucleus
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Figure 4.7 Total and elastic cross-sections for p scattering as functions of the pion laboratory
momentum.

that decays by delayed emission of say. Examples of these so-called ‘neutron activation
reactions’ ar€3Cu(n, y)%Cu and®>Mn(n, y)**Mn.

The probability of a hadron-nucleus interaction occurring as the hadron traverses a
small thickness xl of material is given byoio; dX, where n is the number of nuclei per unit
volume in the material. Consequently, the mean distance travelled before an interaction
occurs is given by

IC = 1/nat0t. (48)

This is called theollision length. An analogous quantity is trebsorption lengthdefined
by

la = 1/n0’inel, (4-9)

that governs the probability of an inelastic collision. As examples, the interaction lengths
are between 10 and 40 cm for nucleons of energy in the range 100—-300 GeV interacting
with metals in the range lead to aluminium.

Neutrinos and antineutrinos can also be absorbed by nuclei, leading to reactions of the

type
ve+p— LT+ X, (4.10)

where? is a lepton and denotes any hadron or set of hadrons allowed by the conser-
vation laws. Such processes are weak interactions (because they involve neutrinos) and
so the associated cross-sections are extremely small compared to the cross-sections for
strong interaction processes. The corresponding interaction lengths are therefore enor-
mous. Nonetheless, in the absence of other possibilities such reactions are the basis for
detecting neutrinos. Finally, photons can be absorbed by nuclei, giiogpproduction
reactions such ag + p — X. However these electromagnetic interactions are only used

to detect photons at low energies, because at higher energies there is a far larger probability
for e"e~ pair production in the Coulomb field of the nucleus. We will return to this in
Section 4.3.4 below.
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4.3.2 lonization Energy Losses

lonization energy losses are important for all charged particles, and for particles other than
electrons and positrons they dominate over radiation energy losses at all but the highest
attainable energies. The theory of such losses, which are due dominantly to Coulomb
scattering from the atomic electrons, was worked out by Bethe, Bloch and others in the

1930s. The result is called the Bethe-Bloch formula, and for spin-0 bosons with charge

4 g (in units ofe), massM and velocityv, it takes the approximate form

dE Dg’ne 2mec?p?y? 2 ()
- = I - B ——==1, 411
dx ﬁz[n<|>ﬂ2 @10
wherex is the distance travelled through the medium,
4 o’R?
D= ”n‘f]‘ — 5.1 x 10725 MeV cn?, (4.12)
e

me is the electron masg = v/c andy = (1 — f?)~Y2. The other constants refer to the
properties of the mediunmg is the electron density; is the mean ionization potential of
the atoms averaged over all electrons, which is given approximately=by0Z eV for Z
greater than 20; antlis a dielectric screening correction that is important only for highly
relativistic particles. The corresponding formula for séiparticles differs from this, but
in practice the differences are small and may be neglected in discussing the main features
of ionization energy loses.

It is common practice to absorb the dengitgf the medium by dividing (4.11) by so
that

1dE dE

and expressing E/dx in terms of an equivalent thickness in g th Examples of the
behaviour of—dE/dx for muons, pions and protons traversing a range of materials are
shown in Figure 4.8, using this convention. As can be seglt; /dx falls rapidly as the
velocity increases from zero because of thg2factor in the Bethe-Bloch equation. All
particles have a region of ‘minimum ionization’ f8t in the range 3 to 4. Beyond thig,
tends to unity, and the logarithmic factor in the Bethe-Bloch formula gives a ‘relativistic
rise’ in —dE/dx.

The magnitude of the energy loss depends on the medium. The electron density is given
byne = pNaZ/A, whereNy is Avogadro’s number, and and A are the mass density and
atomic weight of the medium, so the mean energy loss is proportional to the density of the
medium. The remaining dependence on the medium is relatively weak betafse 0.5
for all atoms except the very light and the very heavy elements, and because the ionization
energyl only enters the Bethe-Bloch formula logarithmically. In the ‘minimum ionization’
region where8y ~ 3 — 4, the minimum value of-dE/dx can be calculated from (4.11)
and for a particle with unit charge is given approximately by

1 (_d_E> ~ 35% MeV g ten?. (4.14)
P min A
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Figure 4.8 lonization energy loss for muons, pions and protons on a variety of materials. (See the
text for an explanation of the units oEfdx.) (From Amsleret al.(2008). Copyright (2008) Elsevier,
reprinted with permission).

lonization losses are proportional to the squared charge of the particle, so that a frac-
tionally charged particle witl8y > 3 would have a much lower rate of energy loss than
the minimum energy loss of any integrally charged particle. This has been used as a means
of identifying possible free quarks, but without success.

From the knowledge of the rate of energy loss, we can calculate the energy attenuation
as a function of distance travelled in the medium. This is calledtlagg curve Most of
the ionization loss occurs near the end of the path where the speed is smallest and the curve
has a pronounced peak (tBeagg peak close to the end point before falling rapidly to
zero at the end of the particle’s path length. For particles whose energy loss is dominated
by ionization, theange R i.e. the mean distance a particle travels before it comes to rest,
is given by

R Binitial [ dE ]! dE M
R— /O dx — /O [—&} S O = i F (o). (4.15)
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whereF is a function of the initial velocityiniia and we have used the relatin= y Mc?
to show the dependence on the projectile nMs§or nonrelativistic particleginitia < 1,
the rate of energy loss is very high and the particle comes to rest very quickly.

The range as given by (4.15) is actually an average value because scattering is a statistical
process and there will therefore be a spread of values for individual particles. The spread
is greater for light particles and smaller for heavier particles suak particles. These
properties have implications for the use of radiation in therapeutic situations, where it
may be necessary to deposit energy within a small region at a specific depth of tissue, for
example to precisely target a cancer. (The biological effects of radiation are discussed in
Section 8.4.1.)

Because neutrons are uncharged, direct detection is not possible by ionization methods.
However, they can be detected via the action of the charged products of induced direct nu-
clear reactions. Commonly used reactionsthién, «)2H, 1°B(n, «)’Li and *He(n, p)°H.

All these reactions are exothermic and so are very suitable for detecting neutrons with
energies below about 20 MeV. Moreover, as nuclear cross-sections tend to increase like
v~ at low energies, detection becomes more efficient the slower the neutron.

4.3.3 Radiation Energy Losses

When a charged patrticle traverses matter it can also lose energy by radiative collisions,
especially with nuclei. The electric field of a nucleus will accelerate and decelerate the
particles as they pass, causing them to radiate photons, and hence lose energy. This process
is calledbremsstrahlungdliterally ‘braking radiation’ in German) and is a particularly
important contribution to the energy loss for electrons and positrons.

The dominant Feynman diagrams for electbmamsstrahlungn the field of a nucleus,
ie.

e +(Z,A—e +y+(Z, A), (4.16)

are shown in Figure 4.9 and their contributions are of ordéw>, like those of pair
production. The function of the nucleus is to absorb the recoil energy and so ensure that
energy and momentum are simultaneously conserved. (Recall the discussion of Feynman
diagramsin Section 1.4.2.) There are also contributions ln@msstrahlungn the fields of

the atomic electrons, each of ordet Since there ar& atomic electrons for each nucleus,
these give a total contribution of ord&ew®, which is small compared to the contribution

Y
e— e— 4
o § .
Nucleus Nucleus

Figure 4.9 Dominant Feynman diagrams for theemsstrahlungprocesse™ + (Z, A) —» e +
y+(Z,A).
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from the nucleus for all but the lightest elements. A detailed calculation shows that for
relativistic electrons witlE > mc/aZ%/3, the average rate of energy loss is given by

—dE/dx = E/Lg. (4.17)

The constant g, theradiation length,is a function ofZ andn,, the number density of
atoms in the medium, and is proportionalng for an arbitrary charged particle of mass
my. Integrating (4.17) gives

E = Ep exp(~x/LR), (4.18)

whereE, is the initial energy. It follows that the radiation length is the average thickness of
material that reduces the mean energy of an electron or positron by adaetwrexample,
the radiation length in lead is 0.56 cm.

Radiation losses are proportionalEgm3. On the other hand, ionization energy losses
are only weakly dependent on the projectile mass and energy at very high energies. Conse-
guently, radiation losses completely dominate the energy losses for electrons and positrons
at high enough energies, but are much smaller than ionization losses for all particles other
than electrons and positrons at all but the highest energies.

Taking into account the above and the results of Section 4.3.2, we see that at low energies,
particles with the same kinetic energy but different masses can have substantially different
ranges. Thus, for example, an electron of 5 MeV has a range that is several hundred times
that of anw particle of the same kinetic energy.

4.3.4 Interactions of Photons in Matter

In contrast to heavy charged patrticles, photons have a high probability of being absorbed
or scattered through large angles by the atoms in matter. Consequently, a collimated
monoenergetic beam dfphotons per second traversing a thicknessfimatter will lose

dx
dl = —-1= 4.19
= (4.19)
photons per second, where
A = (Ngo,)t (4.20)

is the mean free path before absorption or scattering out of the beam, asdhe total
photon interaction cross-section with an atom. The mean freejpetlanalogous to the
collision length for hadronic reactions. Integrating (4.19) gives

[(X) = loe*/* (4.21)

for the intensity of the beam as a function of distance, wihgig the initial intensity.

The main processes contributing ¢p are Rayleigh scatteringin which the photon
scatters coherently from the atom, fiteotoelectric effecin which the photon is absorbed
by the atom as a whole with the emission of an elect@mmpton scatterin§ where the
photon scatters from an atomic electron; ahettron-positron pair productiom the field

9 Arthur Compton shared the 1927 Nobel Prize in Physics for the discovery of the increase in wavelength that occurs when
photons with energies of around 0.5 MeV to 3.5 MeV interact with electrons in a material — the o@gimgton effect
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Figure 4.10 Total experimental photon cross-sectignon (a) a carbon atom and (b) a lead atom,
together with the contributions from (a) the photoelectric effect, (b) Rayleigh (coherent atomic)
scattering (c) Compton scattering, (d) pair production in the field of the nucleus, (e) pair production
in the field of the atomic electrons. (Adapted from Amsaeal. (2008). Copyright (2008) Elsevier,
reprinted with permission).

of a nucleus or of an atomic electron. The corresponding cross-sections on carbon and lead
are shown in Figure 4.10, where it can be seen that above a few MeV the cross-section
is dominated by pair production from the nucleus. The pair production process is closely
related to electromremsstrahlungas can be seen by comparing the Feynman diagrams
shown in Figures 4.9 and 4.11.

The cross-section for pair production rises rapidly from threshold, and is given to a good
approximation by

7 1
Opair = §m, (4.22)
for E, > mc/aZY/3. Substituting these results into (4.21), gives

1(X) = loexp(=7x/9LR), (4.23)

€ e
Y Y
e e
Nucleus Nucleus

Figure 4.11 The pair production process+ (Z, A) — e~ + et + (Z, A).
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so that at high energies, photon absorption, like electron radiation loss, is characterized by
the radiation length. .

4.4 Particle Detectors

The detection of a particle means more than simply its localization. To be useful this must
be done with a resolution sufficient to enable particles to be separated in both space and
time in order to determine which are associated with a particular event. We also need to be
able to identify each particle and measure its energy and momentum. No single detector
is optimal with respect to all these requirements, although some are multifunctional. For
example, calorimeters, primarily used for making energy measurements, can also have
very good space and time resolution. Many of the devices discussed below are commonly
used in both nuclear and particle physics, but in the former a small number of types of
detector is often sufficient, whereas in particle physics, both at fixed-target machines and
colliders, modern experiments commonly use very large multi-component detectors which
integrate many different sub-detectors in a single device. In this section we will briefly
introduce some of the most important individual detectors currently available, but detector
development is a rapidly moving major area of research and new devices are frequently
developed, so the list below is by no means exhaustive.

We start by discussing the large family gdis detectorswhich convert the ionization
produced by the passage of a charged particle through a gas into an electronic signal. Such
detectors are primarily used to provide accurate measurements of a particle’s position, or,
by a sequence of such measurements, a record of the particle’s trajectory. In this context
they are also callettacking detectors

Tracking detectors are very often placed in a magnetic field, in which case they can
provide a measurement of the particle’s momentum from the resulting curvature of its track.
An apparatus that is dedicated to measuring momentum is cadleecérometett consists
of amagnet and a series of detectors to track the passage of the particles. The precise design
depends on the nature of the experiment being undertaken. For example, in a fixed-target
experiment at high energies, the reaction products are usually concentrated in a narrow
cone about the initial beam direction, whereas in colliding beam experiments spectrometers
must completely surround the interaction region to obtain full angular coverage. However,
in this case the beam will also be deflected, and so at colliders so-called ‘compensating
magnets’ are added to correct for this.

Next we discuss three more types of charged particle deteskrgillation counters,
solid-state detectorandCerenkowounters Scintillation counters have excellent time res-
olution and are sometimes used for ‘triggering’ other devices in multi-component detector
systems, i.e. to decide whether or not to activate other detectors, or whether to record the
information from a particular event. Solid-state detectors exploit the properties of semi-
conductors. They are in some respects the solid-state analogue of gas detectors and have,
to some extent, replaced the latter in current experiméﬁsenkov counters measure the

10 For more detailed discussions of particle detectors see, for example, Grupen (1996) and the references in Footnote 1. There
are also useful reviews in Chapter 5 of Hodgson, Gadioli and Gadioli Erba (1997) and Astral€2008).



128 Nuclear and Particle Physics

velocity of a charged particle and can be used to distinguish between different particles
having a given very high momentum by using their velocities to determine their masses.

All the above detectors can only detect charged particles, and all leave the nature of
the particle unchanged as it passes through the detector. In contrast, the final detectors we
discusscalorimeters,can detect both neutral and charged particles. They totally absorb
the detected particle to yield a measurement of its energy. Calorimeters can also have good
spatial and time resolutions, which is particularly important for neutral particles, which
often cannot be detected in any other way.

4.4.1 Gas Detectors

Most gas detectors detect the ionization produced by the passage of a charged particle
through a gas, typically an inert one such as argon, either by collecting the ionization
products or induced charges onto electrodes, or (historically) by making the ionization
track visible in some form. The average energy needed to produce an electron-ion pair is
30+ 10 eV, with aweak dependence on the gas used and the energy of the incident particle.
In practice, the output is a pulse at the anode (which is amplified by electronic means),
with the bulk of the signal being due to the positive ions because of their longer drift
distance. For a certain range of applied voltages — the so-called ‘proportional region’ (see
below) — these devices are primarily used to provide accurate measurements of a particle’s
position. As position detectors, gas detectors largely replaced earlier detectors that used
visual techniques, such as cloud chambers, bubble chambers and stacks of photographic
emulsions. Although historically important, none of these visual devices are now in general
use and they have been superceded by electronic detéttogsarticle physics experiments
underway at large accelerators currently operational, gas detectors themselves are being
replaced by solid-state detectors based on silicon and germanium.

To understand the principles of gas detectors we refer to Figure 4.12, which shows the
number of ion pairs produced per incident charged particlegéseamplification factgr
as a function of the applied voltage for two cases: a heavily ionizing particle (e.g. an
alpha particle — upper curve) and a lightly ionizing particle (e.g. an electron — lower curve).

4.41.1 lonization Chamber

At low applied voltages, the output signal is very small because electron-ion pairs re-
combine before reaching the electrodes, but as the voltage increases the number of pairs
increases to a saturation level representing complete collection. This is the region of the
ionization chamberThe simplest type of chamber is a parallel plate condenser filled with

an inert gas and having an electric fiddd= V/d, whered is the distance between the
plates. In practice the gas mixture must contain at least one ‘quenching’ component that
absorbs ultraviolet light and stops a plasma forming and spreading throughout the gas.

11 These early detector techniques produced many notable discoveries and their importance has been recognized by the award
of no less than five Nobel Prizes in Physics: a share of the 1927 Prize to Charles Wilson for the invention and use of the cloud
chamber; the 1948 Prize to Patrick Blackett for further developments of the cloud chamber and discoveries made with it; the
1950 Prize to Cecil Powell for development of the photographic emulsion technique and its use to discover pions; the 1960 Prize
to Donald Glaser for the invention of the bubble chamber; and the 1968 Prize to Luis Alvarez for developing the bubble chamber
and associated data analysis techniques, resulting in the discovery of a large number of hadronic resonances.
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Figure4.12 Gas amplification factor as a function of voltagepplied in a single-wire gas detector,
with a wire radius typically 2Qum, for strongly ionizing particlesq particles) and weakly ionizing
particles (electrons).

Another arrangement is cylindrical with an inner anode of radj@nd an outer cathode
of radiusr, giving an electric field

E(r) (4.24)

Crin(re/ra)
at a radial distance from the centre of the anode wire. The output signal is proportional
to the number of ions formed and hence the energy deposited by the radiation, but is
independent of the applied voltage. However, the signal is very small compared to the
noise of all but the slowest electronic circuits and requires considerable amplification to be
useful. Overall, the energy resolution and the time resolution of the chamber are relatively
poor and ionization chambers are of very limited use in recording individual pulses. They
are used, for example, as beam monitors, where the particle flux is very large, and in
medical environments to calibrate radioactive sources.

As mentioned previously, neutrons cannot be directly detected by ionization methods,
but neutron flux measurements can be made with ionization chambers (or proportional
chambers — see below) filled with BBy utilizing the neutron activation reactions of
Section 4.3.1.
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Figure 4.13 A group of three planes of a MWPC. (See text for details.) (From Rbwh. (1999),
with kind permission of Springer Science and Business Media).

4.41.2 Wire Chambers

If the voltage is increase beyond the region of operation of the ionization chamber, we
move into theproportional region In this region, a cylindrical arrangement as used in the
ionization chamber will produce electric field strengths or ordef-{l@°) VV /cm near the

wire and this is strong enough for electron-ion pairs released in the primary ionization to
gain sufficient energy to cause secondary ionization. The rapid increase in amplification
due to secondary ionization is calledTawnsend avalanché he output signal at the
anode is still proportional to the energy lost by the original particle. There are a number
of different types of device working in the proportional region and they are sometimes
generically referred to asack chamber®r simplywire chambers

The earliest detector using this idea was pin@portional counterwhich consists of a
cylindrical tube filled with gas (again a quenching component in the gas is required) and
maintained at a negative potential, and a fine central anode wire at a positive potential.
Again, neutrons can be detected indirectly by using the direct nuclear reédeé¢n p)°H
mentioned in Section 4.3.2 in a proportional chamber filled with a mixturéHef and
krypton. Subsequently, the resolution of proportional counters was greatly improved as
a result of the discovery that if many anode wires were arranged in a plane between a
common pair of cathode plates, each wire acts as an independent detector. This device
is called amultiwire proportional chambefMWPC), and was introduced in 1968 A
MWPC can achieve spatial resolutions of 20 or less, and has a typical time resolution
of about 3 ns.

A schematic diagram of a MWPC is shown in Figure 4.13. The planes (a) have anode
wires into the page and those in plane (b) are at right angles. The wire spacings are typically
2 mm. The cathodes are the faces of the chambers. A positive voltage applied to the anode
wires generates a field as shown in the upper corner. A particle crossing the chamber ionizes

12 The MWPC was invented by Georges Charpak and for this and other developments in particle detectors he was awarded the
1992 Nobel Prize in Physics.
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the gas and the electrons drift along the field lines to the anode wires. In this particular
example, there would be signals from one wire in the upper (a) chamber and two in the
lower (a) chamber.

Even better spatial resolutions are obtained in a related device cadleff ehamber
which has now largely replaced the MWPC as a general detector. This uses the fact that the
liberated electrons take time to drift from their point of production to the anode. Thus the
time delay between the passage of a charged particle through the chamber and the creation
of a pulse at the anode is related to the distance between the particle trajectory and the
anode wire. In practice, additional wires are incorporated to provide a relatively constant
electric field in each cell in a direction transverse to normal incidence. A reference time has
to be defined, which for example could be done by allowing the particle to pass through a
scintillator positioned elsewhere in the experiment. (Scintillation counters are discussed in
Section 4.4.2 below.) The electrons drift for a time and are then collected at the anode, thus
providing a signal that the particle has passed. If the drift time can be measured accurately
(to within a few ns) and if the drift velocity is known, then spatial and temporal resolutions
similar to those of the MWPC can easily be achieved, and specialized detectors can reduce
this still further.

Drift chambers are constructed in a variety of geometries to suit the nature of the exper-
iment, and arrangements where the wires are in planar, radial, or cylindrical configurations
have all been used. The latter type is also called a ‘jet chamber’. Such a chamber was used
by the JADE collaboration at agi"e~ collider at DESY, Hamburg. It was a cylindrical
array of drift chambers with the beam direction as the axis, and the collision region, at
which thee®e™ interactions occurred, at the centre. The anode wires ran parallel to the
axis, and the whole detector was divided into 24 segments, with 64 anode wires in each. A
‘two-jet’ event in this jet chamber was shown in Figure 3.7 as evidence for the existence
of quarks.

One of the most advanced applications of proportional and drift chamber principles
is embodied in thdime projection chambe(TPC) illustrated schematically in Figure
4.14. This device consists of a cylindrical barrel, typically 2 m long and 1 m in diameter,
surrounding the beam pipe of a collider. At each end of the chamber is a segmented layer
of proportional counters. The electric drift fidkd due to a negative high-voltage electrode
plane at the centre of the chamber, and a strong magnetidfjelce aligned parallel and
antiparallel to each other in the two sections of the chamber with respect to the axis of
the cylinder. Electrons formed along the track of an ionizing particle emerging from the
interaction point at the centre of the barrel, drift under the action of the electric field towards
one of the endcaps along helical trajectories whose direction is parallel to the axis of the
barrel. Their locations are measured by a set of anode wires located between rectangular
cathodes in the endcaps. The remaining third co-ordinate necessary to reconstruct the
position of a point on the track is found from the time it takes for the electrons to drift from
the point of production to the endcaps where they are detected. The TPC has excellent
spatial resolution and has been usedi®™ annihilation experiments. A TPC is at the
heart of the STAR detector at the RHIC heavy-ion collider that we will use as an illustration
of multi-component detector systems in Section 4.5.

Finally, a more robust form of chamber, in which the wires are replaced by conductive
metal strips on a printed circuit board, is thecrostrip gas chambefMSGC). This is
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Figure 4.14 Schematic diagram of a time projection chamber. (Adapted from Kleinknecht (1986).
Copyright Cambridge University Press, reprinted with permission).

being incorporated in experiments running at the new generation of accelerators currently
operational or being planned.

4.4.1.3 Beyond the Region of Proportionality

Referring again to Figure 4.12, by increasing the external voltage still further one moves
into a region where the output signal ceases to be proportional to the number of ion pairs
produced and hence the incident energy. This is the regiéimdéd proportionality In

this region a type of gas detector callegsteeamer tubeoperates, but this will not be
discussed here. Eventually the process runs out of control and we ent&eitier-Miller
regionwhere the output signal is independent of the energy lost by the incident particle.
In this region a quenching agent is not used. Detectors working in this region are called
Geiger-Miller counters. Physically they are similar to the simple cylindrical proportional
counter and are widely used as portable radiation monitors in the context of health and
safety regulations.

For completeness, we can mention that if the gas amplification factor is taken beyond
the Geiger-Miller region, the avalanche develops moving plasmas or streamers. Recombi-
nation of ions then leads to visible light that can be made to generate an electrical output.
Eventually complete breakdown occurs and a spark is emitted as the incident particle tra-
verses the gas. Detectors in this region, cafi’damerand spark chambergof parallel
plate construction, rather than cylindrical), were widely used in the 1970s and 1980s and
played an important role in hadron physics, but are no longer in general use.

4.4.2 Scintillation Counters

For charged particles we have seen that energy losses occur due to excitation and ionization
of atomic electrons in the medium of the detector. In suitable materials, calleillators,
a small fraction of the excitation energy re-emerges as visible light (or sometimes in the
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Figure 4.15 Schematic diagram of the main elements of a photomultiplier tube. (Adapted from
Krane (1988). Copyright (1998) John Wiley & Sons, Inc., reprinted with permission).

UV region) during de-excitation. In a scintillation counter, this light passes down the
scintillator and onto the face of photodetector a device that converts a weak photon
signal to a detectable electric impulse. (Short-wavelength light may initially be collected
onto the material of avavelength shifterwhich is a device that shifts the wavelength to
higher values that are better matched to the frequency sensitivity of the photodetector.)

An important example of a photodetector is ileotomultiplier tubea schematic di-
agram of which is shown in Figure 4.15. Electrons are emitted from the cathode of the
photomultiplier by the photoelectric effect and strike a series of focussing dynodes. These
amplify the electrons by secondary emission at each dynode (by typically a factor of 5-10)
and accelerate the particles to the next stage. The final signal is extracted from the anode
at the end of the tube. The electronic pulse can be shorter than 10 ns if the scintillator
has a short decay time. The scintillation counter is thus an ideal timing device and it is
widely used for ‘triggering’ other detectors, i.e. its signal is used to decide whether or not
to record information from the event. Commonly used scintillators are inorganic single
crystals (e.g. cesium iodide) or organic liquids and plastics, and some modern complex
detectors in particle physics have used several tons of detector in combination with thou-
sands of photomultiplier tubé$.The robust and simple nature of the scintillation counter
has made it a mainstay of experimental nuclear and particle physics since the earliest days
of the subject.

Just as direct detection of neutrons is not possible by ionization methods, so the same
is true using scintillators. However, the particle and theH nucleus from the direct
nuclear reactiofiLi(n, «)*H mentioned in Section 4.3.2 can produce light in a Lil crystal
scintillator and forms the basis for detecting neutrons with energies up to about 20 MeV.

4.4.3 Semiconductor Detectors

Solid-state detectors operate through the promotion of electrons from the valence band
of a solid to the conduction band as a result of the entry of the incident particle into the

13 For example, the SuperKamiokande experiment mentioned in Section 3.1.5, which first detected neutrino oscillations, although
not using scintillation counters, has 13,000 photomultiplier tubes.
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solid. The resulting absence of an electron in the valence band (a ‘hole’) behaves like a
positron. Semiconductor detectors are essentially solid-state ionization chambers with the
electron-hole pairs playing the role of electron-ion pairs in gas detectors. In the presence
of an electric field, the electrons and holes separate and collect at the electrodes, giving a
signal proportional to the energy loss of the incident charged particle. Most semiconductor
detectors use the principle of the junction diode. Since the band gap in some solids is as
small as 1 eV and the energy loss required to produce a pair is only 3—4 eV on average
(cf. the 30 eV required in a gas detector), a very large number of electron-hole pairs with
only a small statistical fluctuation will be produced by a low-energy particle. Solid-state
detectors are therefore very useful in detecting such particles. Semiconductors (usually
silicon or germanium, although there is also some interest in the use of diamond) are used
as a compromise between materials that have residual conductivity sufficient to enable
conduction pulses due to single particles to be distinguished above background and those
in which the charge carriers are not rapidly trapped in impurities in the material.

Such detectors have long been used in nuclear physics, where, for example, their excellent
energy resolution and linearity, plus their small size and consequent fast response time,
make them ideal detectors in gamma-ray spectroscopy. Only more recently have thin planar
detectors become important in particle physics, because of the expense of covering large
areas. Nevertheless, more than 200 square metres of semiconductor detector are being used
in experiments at the LHC.

One example of a solid-state detector isicon microstrip detectqrwhere narrow
strips of active detector are etched onto a thin slice of silicon, with gaps of orgen |@o
give a tiny analogue of a MWPC. Arrays of such strips can then be used to form detectors
with resolutions of order iwm. These are often placed close to the interaction vertex in
a colliding beam experiment, with a view to studying events involving the decay of very
short-lived particles. Another example is thixel detector A single-plane strip detector
only gives position information in one dimension (orthogonal to the strip). A pixel detector
improves on this by giving information in two dimensions from a single plane. Solid-state
‘vertex detectors’ have become increasingly important in particle physics and have been
incorporated in most of the multi-component detectors used in experiments at the highest
energy colliders. Their main advantage is their superb spatial resolution; a disadvantage is
their limited ability to withstand radiation damage.

4.4.4 Cerenkov Counters

Methods of identifying particles are usually based on determining the mass of the particle
by a simultaneous measurement of its momentum together with some other quantity. At
low values ofy = E/mc, measurements of the rate of energy loEydk can be used,
while muons may be characterized by their unique penetrating power in matter, as we have
seen. Alternatively, the velocity could be measured. The simplest method for low energy
particles is to measure the time-of-flight between, for example, two scintillation counters,
but at high energies this method ceases to be practical and an alternative method based on
the Cerenkov effeds used.

When a charged particle with velocittraverses a dispersive medium of refractive index
n, excited atoms in the vicinity of the particle become polarized, andisf greater than
the speed of light in the mediuny n, a part of the excitation energy reappears as coherent
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radiation emitted at a characteristic anglé¢o the direction of motion. The necessary
conditionv > ¢/nimpliesp n > 1 and by considering how the waveform is produéed
can be shown that cas= 1/8n for the angled, where = v/c as usual. A determination
of 0 is thus a direct measurement of the veloéity.

Cerenkov radiation appears as a continuous spectrum and may be collected onto a
photosensitive detector. Its main limitation from the point of view of particle detection is
that very few photons are produced. The number of phait3 di radiated per unit path
length in a wavelength intervahdtan be shown to be

1\ dr 1\ da
N(A)dA = 27« (1 — W) — < 2na (1 — ﬁ) 2 (4.25)

and so vanishes rapidly as the refractive index approaches unity. The maximum value oc-
curs forg = 1, which for a particle with unit charge, corresponds to about 200 photons/cm
in the visible region in water and glass. These numbers should be compared to the
10* photons/cm emitted by a typical scintillator. Because the yield is so small, appreciable
lengths are needed to give enough photons, ancf]menkov counters for fixed-target
experiments can be several metres long.

Cerenkov counters are used in two different modes. The first istasshold counteto
detect the presence of particles whose velocities exceed some minimum value. Suppose that
two particles withg valuespg; and g, at some given momentumare to be distinguished.

If a medium can be found such th&in > 1 > 8,n, then particle 1 will producéerenkov
radiation but particle 2 will not. Clearly, to distinguish between highly relativistic particles
with y > 1 also requires ~ 1, so that from (4.25) very few photons are produced.
Nevertheless, common charged particles can be distinguished in this way up to at least
30 GeV/e.

Another device is the so-callaihg-imageCerenkov detector and is a very important
device at both fixed-target machines and colliders. If we assume that the particles are not
all travelling parallel to a fixed axis, then the radiating medium can be contained within
two concentric spherical surfaces of radii R and 2R centred on the target or interaction
region where the particles are produced, as illustrated in Figure 4.16. The outer surface is
lined with a mirror, which focuses th@erenkov radiation into a ring at the inner detector
surface. The radius of this ring depends on the afgi which theCerenkov radiation
is emitted, and hence on the particle velocity. It is determined by constructing an image
of the ring electronically. This was the technique used in the SuperKamiokande detector
discussed in Chapter 3 to detect relativistic electrons and muons produced by neutrino
interactions. In that experiment the radiating medium was very pure water.

4.4.5 Calorimeters

Calorimeters are an important class of detector used for measuring the energy and position
of a particle by its total absorption and are widely used. They differ from most other
detectors in that the nature of the particle is changed by the detector, and the fact that

14 This is Huygen’s construction in optics. See Problem 4.9.
15 For the discovery and interpretation of this effect, Pavetenkov, llya Frank and Igor Tamm were awarded the 1958 Nobel
Prize in Physics.
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Target

Figure 4.16 A particle P, produced from the target, emierenkov radiation on traversing a
medium contained between two spheres of radius R and 2R. The migr@anMhe outer sphere
focuses the radiation into a ring image at Agh the inner detector sphere;Mr'he radii of the ring
image depend on the angle of emission of@fezenkov radiation and hence on the velocities of the
particles.

they can detect neutral as well as charged particles. A calorimeter may be a homogeneous
absorber/detector, such as a Csl scintillator. Alternatively, it can be a sandwich construction
with separate layers of absorber (e.g. a metal such as lead) and detector (scintillator, MWPC
etc). The latter are also known as ‘sampling calorimeters’. During the absorption process,
the particle will interact with the material of the absorber, generating secondary particles,
which will themselves generate further particles and so on, so that a cascade or shower,
develops. For this reason calorimeters are also called ‘shower counters’. The shower
is predominantly in the longitudinal direction due to momentum conservation, but will
be subject to some transverse spreading due both to multiple Coulomb scattering and the
transverse momentum of the produced particles. Eventually all, or almost all, of the primary
energy is deposited in the calorimeter, and gives a signal in the detector part of the device.
There are several reasons why calorimeters are important, especially at high energies:

=

. They can detect neutral particles, by detecting the charged secondaries.
2. The absorption process is statistical (and governed by the Poisson distribution), so that
the relative precision of energy measurements/E varies like E~%2 for large E,
which is a great improvement on high-energy spectrometers wheréE varies like
E2.
3. The signal produced can be very fast, of order (10-100) ns, and is ideal for making
triggering decisions.

Although it is possible to build calorimeters that preferentially detect just one class of
particle (electrons and photons, or hadrons) it is also possible to design detectors that
serve both purposes. Since the characteristics of electromagnetic and hadronic showers
are somewhat different it is convenient to describe each separately. In practice, in particle
physics it is common to have both types in one experiment, with the hadron calorimeter
stacked behind the electromagnetic one.
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4.45.1 Electromagnetic Showers

When a high-energy electron or positron interacts with matter we have seen that the
dominant energy loss is duelioemsstrahlungand for the photons produced the dominant
absorption process is pair production. Thus the initial electron will, via these two processes,
lead to a cascade eft pairs and photons, and this will continue until the energies of the
secondary electrons fall below the critical enefy where ionization losses equal those
from bremsstrahlungThis energy is roughly given b¥c ~ 600 MeV/Z.

Most of the correct qualitative features of shower development may be obtained from
the following very simple model. We assume:

1. each electron witle > E¢ travels one radiation length and then gives up half of its
energy to ébremsstrahlungphoton;

2. each photon wittE > Ec travels one radiation length and then creates an electron-
positron pair with each particle having half the energy of the photon;

3. electrons witlE < E¢ cease to radiate and lose the rest of their energy by collisions;

4. ionization losses are negligible f&r > Ec.

A schematic diagram of the approximate development of a shower in an electromagnetic
calorimeter assuming this simple model is shown in Figure 4.17.

If the initial electron has energly > Ec, then aftett radiation lengths the shower will
contain 2 particles, which consist of approximately equal numbers of electrons, positrons
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Figure 4.17 Approximate development of an electromagnetic shower in a sampling calorimeter
assuming the simple model of the text. The calorimeter consists of alternate layers of lead (Pb) and
a scintillator (Sc), the latter attached to photomultipliers (one only shown).
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and photons each with an average energy
E(t) = Eo/2". (4.26)

The multiplication process will cease abruptly wheft) = Ec, i.e. att = tyaxWhere

_ _ In(Eo/Ec)
tmax = t(Ec) = 2 (4.27)
and the number of particles at this point will be

The main features of this simple model are observed experimentally, and in particular
the maximum shower depth increases only logarithmically with primary energy. Because
of this, the physical sizes of calorimeters need increase only slowly with the maximum
energies of the particles to be detected. The energy resolution of a calorimeter, however,
depends on statistical fluctuations, which are neglected in this simple model, but for an
electromagnetic calorimeter typicallyE /E ~ 0.05/EY/?, whereE is measured in GeV.

4.4.5.2 Hadronic Showers

Although hadronic showers are qualitatively similar to electromagnetic ones, shower
development is far more complex because many different processes contribute to the
inelastic production of secondary hadrons. The scale of the shower is determined by
the nuclear absorption length defined earlier. Since this absorption length is larger than the
radiation length, which controls the scale of electromagnetic showers, hadron calorimeters
are thicker devices than electromagnetic ones. Another difference is that some of the
contributions to the total absorption may not give rise to an observable signal in the
detector. Examples are nuclear excitation and leakage of secondary muons and neutrinos
from the calorimeter. The loss of ‘visible’ or measured energy for hadrons is typically
20-30% greater than for electrons.

The energy resolution of calorimeters is in general much worse for hadrons than for
electrons and photons because of the greater fluctuations in the development of the hadron
shower. Depending on the proportionsot's produced in the early stages of the cascade,
the shower may develop predominantly as an electromagnetic one because of the decay
7% — y y. These various features lead to an energy resolution typically a factor of 5-10
poorer than in electromagnetic calorimeters.

4.5 Multi-Component Detector Systems

In earlier sections we discussed the physics of individual detectors. However, as we men-
tioned in the introduction to Section 4.4, modern experiments in practice commonly use
very large multi-component detectors that integrate many different sub-detectors in a single
device. Such systems rely heavily on fast electronics and computers to monitor and control
the sub-detectors, and to co-ordinate, classify, and record the vast amount of information
flowing in from different parts of the apparatus. This is particularly true for particle physics
experiments. In this final section we will illustrate this by looking briefly at some examples
and the physics questions that are addressed.
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The first example is from nuclear structure physics. There are many questions of interest
here relating to the properties of nuclei at the limits of stability on the edge of the ‘valley
of stability’ (see Figure 2.7), such as the structure of super-heavy nuclei, and why some
highly deformed nuclei with high spin are relatively stable. Many of these questions are
of great interest to astrophysicists. (We will return to these topics briefly in Chapter 9.) To
study these, and other, questions requires the study of the excited states of nuclei. These can
be produced, for example, by the fusion of two heavy ions. The states produced initially
decay very rapidly¢ 10-*®s) by ‘boiling off’ a few nucleons and the resulting unstable
nuclei then decay vig emission. Moderry -ray detectors use high-purity germanium at
the temperature of liquid nitrogen-77 K) connected to electronic systems that provide
energy and time signals for the detecjedays.

An important example of a modem-ray spectometer is the Gammasphere, which
is located at the ATLAS facility mention in Section 4.2.2. Gammasphere is a pair of
hemispheres, each about 2 metres tall and weighing about 6 tons. It contains up to 110
Compton-suppressed gamma-ray detectbesach of which contains a single crystal of
high-purity germanium with dimensions of a few centimetres, all pointing at the centre
of the device. The spectrometer in its working form is shown in the upper picture of
Figure 4.18, and the detectors are clearly visible surrounding the interaction region of
the beam pipe. The characteristic patternyofays emitted by the excited nuclei being
studied are accompanied pyrays from the decays of numerous other excited nuclei and
to distinguish the required events, the nuclei pass into another detector called the Fragment
Mass Analyzer (FMA) that contains a pixilated silicon detector that measures their masses
and records their eventual decays, thus enabling different events to be distinguished. The
lower picture of Figure 4.18 shows Gammasphere with its two spheres open and the FMA
can be seen at the rear of the picture at the end of the beam line.

The second example is the STAR detector at the RHIC collider at Brookhaven National
Laboratory that studies questions at the boundary between nuclear and particle physics. Itis
shown schematically in Figure 4.19 and is a far larger detector than Gammasphere. STAR
is one of several detectors at RHIC that detect events resulting from the collisions of heavy
ions, typically those of fully-stripped gold nuclei, where the final state may contain many
thousands of particles. Itis designed to study, among other things, the state of matter known
as a ‘quark-gluon plasma’, which is of great interest to astrophysicists, as it is believed to
have existed in the earliest times of the universe. (This is discussed briefly in Section 5.5.)

The detector is typical of those at colliders in that it is constructed as a series of
concentric layers surrounding the beam pipe, each housing a sub-detector with a specific
role in the overall event selection. At the core is a silicon vertex detector to detect very
short-lived particles and a large time-projection chamber. At a greater radius are scintillators
providing further event selection by time-of-flight. The whole detector system is enclosed
in a magnetic field to give momentum tracking information. An example of an event
obtained in STAR is shown in Figure 5.11.

The final example, taken from particle physics, is the ATEA8etector sited at the
Large Hadron Collider (LHC) at CERN. This detector has been constructed to detect the

16 photons that interact with the germanium do not always deposit all their energy in the semiconductor. The most common loss
of energy is due to Compton scattering. Therefore, the germanium detector is shielded by a scintillator compound that suppresses
the scatteregt rays. So, when @ ray is detected simultaneously by the germanium and the scintillator, it is rejected.

17 Not to be confused with the ATLAScility mentioned in Section 4.2.2.
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Figure 4.18 The Gammasphene-ray detector at the ATLAS facility. The upper picture shows the
detector in working form with the hemispheres closed, and in the lower picture the hemispheres are
open for maintenance. The additional silicon detector, the Fragment Mass Analyzer, can be seen at
the far end of the beam pipe in the latter picture. (Lawrence Berkeley National Laboratory photos,

reproduced with permission).
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Figure 4.19 The STAR detector at the RHIC accelerator at Brookhaven National Laboratory, USA.
The upper picture is a schematic diagram of the detector; the lower picture was taken during its
construction and shows the installation of the TPC. (Courtesy of Brookhaven National Laboratory).
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important Higgs boson, if it exists, and so help solve one the outstanding current problems
in particle physics — the origin of mass. It will also search for ‘superparticles’ predicted by
theories that extend the standard model (these will be discussed in Section 9.5).

The ATLAS detector is even larger than STAR and measures about 25 m in diameter
and 46 m long, with an overall weight of approximately 7000 tonnes. Its scale can be
gauged by the human figures shown in Figure 4.20. Just as for STAR, the sub-detectors
are arranged in layers surrounding the beam pipe. The Inner Detector consists of a silicon

Electromagnetic
Muon Detectors Calorimeters

i R Forward
Solenoid | Calorimeters
W End Cap Toroid

Barrel Toroid ~ Inner Detector Hadronic Calorimeters Shielding

Figure 4.20 The ATLAS detector at thpp collider LHC at CERN, Geneva. The upper picture is

a schematic diagram of the detector, and the lower picture is a view along the beam direction during
the construction phase showing the eight barrel toroids installed, with a calorimeter at the end before
it is moved into the middle of the detector. In the completed detector the central cavern is filled with
sub-detectors. (CERN photos, reproduced with permission).
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vertex detector very close to the interaction region and a number of tracking detectors. It

is within a magnetic field to measure the momenta of all charged particles. Outside this

field are electromagnetic and hadronic calorimeters to measure the energies of particles
by absorption. Very large muon detectors are positioned at the outermost parts of the
apparatus, because muons are the most penetrating charged particles produced.

Problems

4.1 At the HERA collider (which was operational until 2007) at the DESY Laboratory
in Hamburg, a 20 GeV electron beam collided with a 300 GeV proton beam at a
crossing angle of 10 degrees. Evaluate the total centre-of-mass energy and calculate
what beam energy would be required in a fixed-target electron machine to achieve
the same total centre-of-mass energy.

4.2 What is the lengthL of the longest drift tube in a linac, which operating at a
frequencyf = 20 MHz, is capable of acceleratifgC ions to a maximum energy of
E = 100 MeV?

4.3 Alpha particles are accelerated in a cyclotron operating with a magnetic field of
magnitudeB = 0.8 T. If the extracted beam has an energy of 12 MeV, calculate
the extraction radius and the orbital frequency of the beam (the so-caitdotron
frequency.

4.4 Protons with momentum 50 GeV/c are deflected through a collimator slit 2 mm wide
by a bending magnet 1.5 m long that produces a field of 1.2 T. How far from the
magnet should the slit be placed so that it accepts particles with momenta in the range
49-51 GeV/c?

4.5 Estimate the minimum length of a g&grenkov counter that could be used in thresh-
old mode to distinguish between charged pions and charged kaons with momentum
20 GeV/c. Assume that a minimum of 200 photons need to be radiated to ensure a
high probability of detection. Assume also that the radiation covers the whole visible
spectrum between 400 nm and 700 nm and neglect the variation with wavelength of
the refractive index of the gas.

4.6 Anete collider has a diameter of 8 km and produces beams of energy 45 GeV. Each
beam consists of 12 bunches each containingl®'! particles. The bunches have a
cross-sectional area of 0.02 rinWhat is the luminosity of the machine in units of
cm?s1?

4.7 What are the experimental signatures and with what detectors would one measure the
decays: (a¢ — bband (b)W — ev andW — uv?

4.8 The reactiore™e~ — t7 1~ is studied using a collider with equal beam energies of
5 Gev. The differential cross-section is given by

do  «?h?c?

— = —"(1+cog0),
dQ 4E§M(Jr )

whereEcy is the total centre-of-mass energy ahid the angle between the incoming
e~ and the outgoing ~. If the detector can only record an event if ther~ pair
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makes an angle of at least®B@lative to the beam line, what fraction of events will
be recorded? What is the total cross-section for this reaction in nanobarns? If the
reaction is recorded for 1® at a luminosity of. = 10°*cm~2s™1, how many events
are expected?

Suppose the detector is of cylindrical construction and at increasing radii from
the beam line there is a drift chamber, an electromagnetic calorimeter, a hadronic
calorimeter and finally muon chambers. If in a particular event the tau decays are

T > u 4, +v, and tt = et + v+ v,

what signals would be observed in the various parts of the detector?

4.9 A charged patrticle with speed moves in a medium of refractive indax By
considering the wavefronts emitted at two different times, derive a relation for the
angleg of the emittedCerenkov radiation relative to the particle’s direction in terms
of B = v/c andn. What is the maximum angle of emission and to what limit does it
correspond?

If the momentunp of the particle is known, show that the mass squarefithe
particle is given by

x = (MA)? = p?c?(n® cos 6 — 1).

If the error on the momentum is negligible, show, by taking derivatives of this expres-
sion, that for highly relativistic particles, the standard eerpon X is approximately

ox ~ 2p?c2/(n2 — 1) oy,

whereoy is the standard error ah

4.10 Estimate the thickness of iron through which a beam of neutrinos with energy
300 GeV must travel if 1 in 10of them is to interact. Assume that at high energies
the neutrino-nucleon total cross-section is given approximatedy by 10-3E, cn?
whereE, is given in GeV. The density of iron js = 7.9 gcnt 3.

4.11 An electron with an initial energy of 2 GeV traverses 10 cm of water with a radiation
length of 36.1 cm. Calculate its final energy. How would the energy loss change if
the particle were a muon rather than an electron?

4.12 A beam of neutrons with kinetic energy 0.1 eV and intensit§ st® is incident
normally on a thin foil of233U of effective density 16'kgm=2. The beam can
undergo (i) isotropic elastic scattering, with a cross-sectign= 3 x 102D, (ii)
radiative capture, with a cross-sectiegy, = 107 b, or (jii) it can fission a?35U
nucleus, with a cross-sectianission= 3 x 10?b. Calculate the attenuation of the
beam and the flux of elastically scattered particles 5 m from the foil.

4.13 A positron with laboratory energy 50 GeV interacts with the atomic electrons in a
lead target to produce™ .~ pairs. If the cross-section for this process is given by

o = 4ra®h?c®/3EZ,,

calculate the positron’s effective interaction length. The density of lead is
p =114x 10" kgm 3.
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4.14 A liquid hydrogen target of volume 125 énand density ®71 g cnt3 is bombarded
with a mono-energetic beam of negative pions with a flux 20’ m~2s-1 and the
reactionz~ + p — 7° + n observed by detecting the photons from the decay of
the 7°. Calculate the number of photons emitted from the target per second if the
cross-section is 40 mb.

4.15 Assuming the Bethe-Bloch formula is valid for low energies, show that the rate of
ionization has a maximum (the Bragg peak) and find the kinetic energy of protons in
iron for which this maximum would occur.

4.16 A cylindrical proportional chamber has a central anode wire of radius 0.02 mm and
an outer cathode of radius 10 mm with a voltage of 500 V applied between them.
What is the electric field at the surface of the anode? If the threshold for ionization
by collision is 750 kVnT! and the mean free path of the particles being detected is
4 x 10~®m, estimate the number of ion pairs produced per primary particle.
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Quark Dynamics:
The Strong Interaction

In Chapter 3 we described the basic properties of quarks, and how these are used to
construct the static quark model of hadrons. We now look in more detail at how quarks
interact and the role of gluons in the strong interactions. Thus we will be considering
dynamical properties and the theoretical framework that describes these interactions.

5.1 Colour

We saw in Chapter 3 that the quark model account of the hadron spectrum is very successful.
However it begs several questions. One is: why are the observed states overwhelmingly of
the formgqq, qqq andgq? Another arises from a particular assumption that was implicitly
made in Chapter 3. This is: if two quarks of the same flavayrdd, ss. . . are in the same
spatial state, they must also be in the same spin state, with their spins parallel. This can be
seen very easily by considering the baryon sfatehat was shown in Table 3.3 and Figure
3.14! From its decay products, it may be deduced that this state has stran§eaes3

and spind = g’ and thus in the quark model the simplest compositidRdis= sss where

all three quarks have their spins parallel and there is no orbital angular momentum between
them. This means that all three like quarks have the same space and spin states, i.e. the
overall wavefunction must be symmetric, which violates the fundamental requirement of
the Pauli principle. The latter states that a system of identical fermions has a wave function
that is overall antisymmetric under the interchange of any two particles, because identical
fermions cannot simultaneously be in the same quantum state. Thesthueeks in the

Q™ thereforecannotbe in the same state. So how do they differ?

1 The discovery of th&~ was a crucial step in gaining acceptance of the quark model of hadron spectroscopy. The experiment
is described in Chapter 15 of Trigg (1975).

Nuclear and Particle Physics: An Introduction, Second EditioBrian R. Martin
© 2009 John Wiley & Sons, Ltd
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Table 5.1 Values of the colour isospih and the colour hypercharg€ for the colour states of
quarks and antiquarks.

Quarks s & Antiquarks 1§ Y¢

r 1/2 13 a ~1/2 ~1/3
g ~1/2 1/3 a 1/2 ~1/3
b 0 —2/3 b 0 2/3

TheQ~ is an obvious example of the contradiction, but it turns out that for the predictions
of the quark model to agree with the observed spectrum of hadron multiplets, it is necessary
to assume that overall baryon wavefunctions are symmetric under the interchange of like
quarks? In order to resolve this contradiction, it is necessary to assume a new degree of
freedom exists for quarks, but not leptons, which is somewhat whimsically cadledr.?

The basic properties of colour are as follow:

(@) Any quarku, d, s, ... can exist in three different colour states. We shall see later that
there is direct experimental evidence that just three such states exist, which we denote
r, g, bfor ‘red’, ‘green’ and ‘blue’ respectively.

(b) Each of these states is characterized by the values of two consmieen charges,

calledcolour isospinandcolour hyperchargedenoted! S and Y€, which are strong
interaction analogues of the electric charge in electromagnetic interattibimsse
charges depend only on the colour stateg, b andnot on the flavourau, d, s, . ..
The particular values for quarks and antiquarks are given in Table 5.1, and are a
consequence of a fundamental symmetry of the strong interaction (called SU(3) colour
symmetry), which we will not pursue here. For multiparticle states, the colour charges
of the individual states are simply added.

(c) Only states with zero values for the colour charges are observable as free particles;
these are calledolour singletsThis is the hypothesis afolour confinementt can be
derived, at least approximately, from the theory of strong interactions we shall describe.

Returning to the quark model, it can be seen from Table 5.1 that steBe can only
have bothl3C =0 andY® = 0 if it has one quark in an state, one in & state and one
in ab state. Hence in th&~, for example, all thres quarks are necessarily in different
colour states, and thus the Pauli principle can be satisfied. Formally, we are assuming that
the total wavefunction? is the product of a spatial paytpacdr) and a spin par/spin, as
usual, but also a colour wave functignoour, i.€.

V' = Yrspacd ) Vspin¥colour- (5.1)

The Pauli principle is now interpreted as applying to the total wavefunction including the
colour partycoour- The combined space and spin wavefunctions can then be symmetric
under the interchange of quarks of the same flavour (to agree with experiment) provided

2 In Problem 3.8 it was shown explicitly that otherwise the predicted hadron spectrum contradicts experiment.
3 Needless to say, nothing to do with ‘real’ colour!
4 There are actually eight colour charges, but we will not need the others in what follows.
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the colour wavefunction is antisymmetric. The structurggfiour is therefore

Veolour = %G[rlQZb?: + Q1b2rs + birags — ribzgs — bigors — garabs), (5.2)
wherer, g andb represent quarks with colour red, green and blue, respectively.

One can also see from Table 5.1 part of the answer to the first question of this section.
Free quarks and fractionally charged combinations tikeand qqq are forbidden by
colour confinement, in accordance with experimental observation. On the other hand,
the combinationg)q and 3j used in the simple quark model are allowed. More unusual
combinations likegqgq andqqgqag, which could give rise to so-called ‘exotic’ mesons
and baryons, respectively, are not in principle forbidden by colour confinement but, as
mentioned in Section 3.3.2, no definitive evidence for any such states has been found.

5.2 Quantum Chromodynamics (QCD)

The theory that describes strong interactions in the standard model is gabedum
chromodynamicgsor QCD for short (chromos- colour in Greek). Although QCD is not
tested to the same extent or precision as quantum electrodynamics (QED), the quantum
theory of electromagnetic interactions, it is nevertheless in impressive agreement with a
large body of experimental data. QCD is similar to QED in that both describe interactions
that are mediated by massless spin-1 bosons; gluons in the former case and photons in the
latter. Both theories are of the type caligaluge theoriesyhich as mentioned in Chapter 1
refers to a particular symmetry of the theory called gauge invari&ktmvever, there is a

very important difference in the two interactions, that we now discuss.

Gluons, the force carriers of the strong interaction, have zero electric charge, like photons,
but unlike photons, which couple to electric charge, gluons coupleotour charges.

This leads immediately to the flavour independence of strong interactions discussed in
Section 3.3.1; that is, the different quark flavoars- u, d, s, ¢, b andt have identical

strong interactions. We now see that this is because they are postulated to exist in the same
three colour states g, b, with the same possible values of the colour charges. Flavour
independence has its most striking consequences émdd quarks, which have almost

equal masses, where it leads to the phenomenon of isospin symmetry. This results, among
other things, in the near equality of the masses of the proton and neutron, and charge states
within other multiplets such as pions and kaons, all of which we have seen in Chapter 3
are confirmed by experiment. We will examine the consequence of flavour independence
for the bound states of the heavy quackandb in Section 5.3 below.

Although QED and QCD both describe interactions, albeit of very different strengths,
that are mediated by massless spin-1 bosons that couple to conserved charges, there is
a crucial difference between them that profoundly affects the characters of the resulting
forces. While the photons which couple to the electric charge are themselves electrically
neutral, gluons have nonzero values of the colour charges to which they couple. This is

5 This choice is not only allowed by colour confinement, bueiguiredby it. See Problem 5.2.
6 A brief discussion of gauge invariance and its consequences is given in Appendix D.
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Figure 5.1 Example of quark-quark scattering by gluon exchange. In this diagram, the quark
flavoursu ands are unchanged, but their colour states can change, as shown.

illustrated in Figure 5.1, which shows a particular example of a quark-quark interaction
mediated by gluon exchange.

In this diagram, the colour states of the two quarks are interchanged, and the gluon has
nonzero values of the colour quantum numbers, whose values follow from colour charge
conservation at the vertices, i.e.

1§ (gluon) = 1§ (red quark)— 1§ (blue quark)= 3 (5.3)
and
Y€ (gluon) = Y¢(red quark)- Y (blue quark)= 1. (5.4)

Just as quarks can exist in three colour states, gluons can exist in eight colour states,
although we will not need the details of these. The first thing implied by the nonzero values
of the colour charges is that gluons, like quarks, are confined and cannot be observed as free
particles. The second is that since gluons couple to particles with nonzero colour charges,
and since gluons themselves have nonzero colour charges, it follows that gluons couple to
other gluons. The two types of gluon self-coupling that occurin QCD are given in Figure 5.2,
which shows the two lowest-order contributions to gluon-gluon scattering. The first is a
gluon exchange process in analogy to gluon exchange in quark-quark scattering, which we
have encountered previously (see Figure 1.3), while the second involves a so-called ‘zero
range’ or ‘contact’ interaction.

The gluon-gluon interactions have no analogue in QED (photons couple to electrically
charged particles and hence do not couple directly to other photons) and it can be shown

@ (b)

Figure 5.2 The two lowest-order contributions to gluon-gluon scattering in QCD: (a) one-gluon
exchange, (b) contact interaction.
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that they lead to properties of the strong interaction that differ markedly from those of
the electromagnetic interaction. These propertiecaleur confinementwhich we have
discussed above, and a new property cadlggimptotic freedont.he latter is the statement
thatthe strong interaction gets weaker at short distances; conversely, as the distance between
the quarks increases, the interaction gets strohgiethis strong interaction regime the
situation is very complicated, and it has not yet been possible to evaluate the theory
precisely. We therefore have to rely on results obtained by numerical simulations of the
theory; the approach is callddttice gauge theoryln these simulations, the theory is
evaluated at a grid of discrete points on a four-dimensional lattice and by making the lattice
spacing small enough it is hoped that the results of the true continuum theory will be
approximated. The calculations require very large ultra-fast computers and precise results
are difficult to obtain because of the approximations that have to be made. Nevertheless, at
present, the demonstration of confinement in QCD rests largely on such simulations.

An interesting point about the gluon-gluon interactions of Figure 5.2, is that if the net
forces were attractive and sufficiently strong, they could in principle lead to bound states
of two or more gluons. These would be a new types of exotic state giliethalls which
would be strongly interacting neutral bosons wih= C = B = 0. Lattice calculations
that ignore quarks altogether do indeed support the view that gluon-gluon forces are strong
enough to give rise to such states, and the lightest one is predicted to be a scalar meson with
JPC = 0+ and a mass of aroundBl— 1.7 GeV/c?. However, when quarks are included
in the theory, such states are expected to mix wijhmesons with the same quantum
numbers and similar masses. As a consequence, observed states are unlikely to be pure
glueballs, but contain both glueball agd components, which are difficult to distinguish
experimentally from ordinary mesons. There is at present no conclusive evidence for pure
glueballs, despite many experimental searches, but there is some evidence for mixed states
containing both gluon angq components$.

5.3 Heavy Quark Bound States

Some of the features of QCD discussed above are illustrated by considering the static
potential between a heavy quark and an antiquark. Such systems give rise to bound states
and because the quarks are so heavy they move slowly enough within the resulting hadrons
to be treated nonrelativistically to a first approximation. (This is one of the few places in
particle physics where a nonrelativistic calculation is adequate.) This means that the rest
energies of the bound states, and hence their masses, can be calculated from the static
potential between the quarks in exactly the same way that the energy levels in the hydrogen
atom are calculated, although of course the potential is not Coulombic. In the present case,
however, the procedure is reversed, with the aim of determining the form of the static
potential from the rather precisely measured energies of the bound states.

7 Asymptotic freedom was postulated in 1973 by David Gross, David Politzer and Frank Wilczek, who were subsequently
awarded the 2004 Nobel Prize in Physics.
8 A critical review is given in Amsleet al. (2008).
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Figure 5.3 Quark diagrams for (a) the decay of a charmonium state to a pair of charmed mesons,
and (b) an example of a decay to noncharmed mesons.

The first such state to be discovered, thgy(3097)? is a bound states of thec
system and is part of a family of such states given the neln@monium by analogy
with positronium the bound state of an electron and a positron. It is identified with the
n =1, 3S state of thecC system, wher@ is the principal quantum number, and we use
the notation?S*1L 5, with (L, S) the angular momentum between the quarks and their
total spin, respectivelf The discovery of thel /v (3097) caused considerable excitement
because it confirmed the existence of the charm quantum number that had been predicted
several years earlier, even though tha)(3097) itself has zero overall charm (referred
to as ‘hidden charm’). It was hence a very important piece of evidence in favour of the
standard model.

The interpretation of thé /v(3097) as &c bound state follows from its unusually narrow
width. For a state decaying predominantly (86%) to hadrons (mostly pions) by the strong
interaction one would expect a width measured in MeV, whereas the width &f th¢3097)
was only about 90 keV. This meant that there was no possibility of an explanation in
terms of justu, d ands quarks. The preferred decay of tl¢y(3097) would be via the
mechanism shown in Figure 5.3(a). However, this is forbidden by energy conservation
becauseM;,, < 2Mp, whereMp is the mass of the lightest meson having nonzero charm,
the D(1869). (These latter states had already been seen in neutrino experiments, but not
clearly identified.) The mass\®; is referred to as theharm thresholdSince the direct
decay to charmed mesons is forbidden, the only hadronic decays allowed must proceed
via mechanisms such as that of Figure 5.3(b) and diagrams like this where initial and final
quark lines are disconnected are known to be heavily suppréssed.

The explanation for this in QCD is that since both the decaying particle and the three
pions in the final state are colour singlets, they can only be connected by the exchange
of a combination of gluons that is also a colour singlet, i.e. not the exchange of a single

9 The rather clumsy notation is because it was discovered independently by two groups, led by Burton Richer and Samuel Ting.
Richer’s group was studying the reactiogrse™ — hadrons and named it thg particle. Ting's group discovered it ipBe
reactions and called it thé It is now known as thel/vy. Richer and Ting shared the 1976 Nobel Prize in Physics for the
discovery.

10 jt is also common practice to designate states by the radial quantum nombelated ton by n, = n — L, as is done in the

tables of the Particle Data Group, Amstgral. (2008).

11 This is known as th@©ZI Ruleafter Okubo, Zweig and lizuka who first formulated it. Another example where it acts is the
suppression of the decgy— 77~ 7° compared tap — KK.
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Figure 5.4 OZI-suppressed decay of a charmonium state belovDtbethreshold.

gluon. Moreover, the /1 (3097) is known to be producedéte™ annihilations via photon
exchange, so it must have a charge conjugafios —1. Thus the minimum number of
gluons exchanged is three. This is illustrated in Figure 5.4. In contradt, i 2Mp then
the decay may proceed via the exchange of low-momentum gluons as usual.
Subsequently, higher-mass charmonium states also wiftf =1, where
P = (-1)-*tandC = (—1)-*S, were discovered ie*e~ reactions and states with other
JPC values were identified in their radiative decays. Thusrhe 1, 1S, ground state
nc(2980) has been found from the decays

¥ (3686)— 1c(2980)+ y and J/v¥(3097)— n:(2980)+ y (5.5)
and a series of stateg;i(i = 1, 3) have been found in the decays
¥(3686)— xci + - (5.6)

The latter themselves decay and from an analysis of their decay products they are identified
with then = 1 states Py, 3P; and®P,. Some of these states lie below the charm threshold
and like theJ /v/(3097) are forbidden by energy conservation to decay to final states with
‘open’ charm and thus have widths measured in keV. Others lie above the charm threshold
and therefore have ‘normal’ widths measure in MeV. The present experimental situation
for charmonium states with < 1 is shown in Table 5.2. B

Later experiments established a spectrutnaifomiunstates, i.e. bound states of thie
system. These are also shown in Table 5.2. By analogy with charmonium, those bottomium
states below th&ottom threshol®Mg = 10.56 GeV/c?, whereMg is the mass of the
lightest meson with nonzero bottom quantum number, have widths measured in keV,
whereas those above this threshold have ‘normal’ widths expected of resonances decaying
via the strong interaction.

The charmonium and bottomium states with< 2 are shown in Figure 5.5 as conven-
tional energy level diagrams, where the energies are plotted relative to those& the
ground states. There is a striking similarity in the levels of the two systems, which suggests
that the forces in thec andbb systems are flavour independent, as discussed in Section
3.3.1, and are now seen to follow from the postulates of QCD. The level structure is also
very similar to that seen in positronium, which suggests that, as in positronium, there is a
major contribution from a single-particle exchange with a Coulomb-like form. In fact at
short interquark distances< 0.1 fm, the interaction is dominated by one-gluon exchange
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Table 5.2 Predictec:c andbb states with. < 1 and masses up to and just above the charm and
bottom thresholds (3.74 G&?? and 10.56 GeYc?, respectively), compared with experimentally
observed states. Masses are given in Yi&VThe spectroscopic nomenclature is defined in the text.

2SH, n e Jrc cC state bb state
15 1 1 o+ 1¢(2980) 116(9389)
3g, 1 1 1 J /(3097) T (9460)

3 Po 2 1 o XC0(3412) Xb0(9859)
3p, 2 1 T xe1(3511) ¥01(9893)
3p, 2 1 2+ c2(3556) X62(9912)
ip 2 1 T he(3526)?

g 2 2 o+ 1¢(3637)

3g, 2 2 1 ¥(3686) T(10023)
3Py 3 2 o+ Xp0(10232)
3p, 3 2 T+ Xb1(10255)
3p, 3 2 2+ %c2(3929)? 62(10269)
3s, 4 4 1 ¥(3770)? Y (10580)

Note: The question mark indicates that the quantum numbers of the state are not well established. There are other candidate
JPC = 1~ y states, with masses 4040 and 4160 MeV/c.

that we can write as

v =-209 5.7)

wherea is proportional to the strong interaction analogue of the fine structure constant
« in QED. Because of asymptotic freedom, the strength of the interaction decreases with
decreasing, but forr < 0.1 fm this variation is slight and can in many applications be
neglected?

In strong interactions we also have to take account of the fact that the quarks are confined.
The latter part of the potential cannot at present be calculated from QCD and several forms
are used in phenomenological applications. All reasonable forms are found to give very
similar results for the region of interest. If we choose a linear form, then

br
V(r) = Fo (5.8)
This is an example of aonfining potentialjn that it does not die away with increasing
separation and the force between the quark and antiquark cannot be neglected, even when
they are very far apart. The full potential is thus

a(hc) br
— tr
If the form (5.9) is used in the Sabdinger equation for thec and bEsystems, taking

account of their different masses, it is found that a good fit to both sets of energy levels
can be obtained for theamevaluesa ~ 0.48 andb ~ 0.18 Ge\?, wherer is measured

V() =— (5.9)

12 The equivalent coupling in QED also varies with distance, but the variation is very small and can usually be neglected.
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in fermis, which confirms the flavour independence of the strong interaction and is further
evidence for QCD and the standard model.

5.4 The Strong Coupling Constant and Asymptotic Freedom

The strong interaction derives its name from the force that, among other things, binds
quarks into hadrons. However, some remarkable phenomena depend on the fact that the in-
teraction gets weaker at short distances; that is, on asymptotic freedom. Such short-distance
interactions are associated with large momentum trangfgrisetween the particles, with
lgl = O(h/r), wherer is the distance at which the interaction occurs. Hence in discussing
scattering from a static potential, like the one above, we can regard the strong ceupling
as decreasing with increasing momentum transfer, rather than with decreasing

In general, energy as well as momentum can be exchanged between the particles. In
such cases, the strength of the interaction can be shown to depend on

n?=|q® - EZ /¢, (5.10)

which is Lorentz-invariant and reducesfowhen the energy exchanggg is zero. Specif-
ically, it can be shown that the QCD coupling constanis given to a good approximation
byl3

. 6r

(33— 2Ny) In(u/A)’

(5.11)

As

for u? > 1(GeV/c)>. Here Ny is the number of quark flavours, d,s,...,** with
4(mqC)? < 2. The constantA is a scale parameter that must be determined from ex-
periment. Thus QCD does not predict the absolute valug, dbut rather its dependence

on u. The value ofA has been found by measuring the coupling constant in a variety of
processes (two of which will be discussed later in this chapter) giving values consistent
with A = 0.2 £ 0.1 GeV/c. Becauses varies withy, it is often referred to as theinning
coupling constantalthough the variation withe is small at largex and over limitedu
regions it can often be neglected. In this laggeegion, the coupling is sufficiently weak

that calculations can be performed with reasonable accuracy by retaining only diagrams of
lowest and next-to-lowest order; and sometimes the short-range strong interaction can be
neglected to a first approximation, as we shall see.

Although there are other forces that increase with increasing separation (for example, the
force between two particles connected by a spring or elastic string), the difference between
those and the present case is that in the former cases eventually something happens (for
example, the string breaks) so that the particles (or the ends of the string) become free. This
does not happen with the strong force. Instead, the energy stored in the colour field increases
until it becomes sufficiently large enough to createpairs and eventually combinations
of these will appear as physical hadrons. This latter process is dedigahentationand

13 n practice, there will be higher-order corrections to this formula, but we will ignore these in what follows.
14 The reason for the dependenceNn is discussed qualitatively below. The changerifi) at u? = 4(mcc)?, 4(mpc)? is, of
course, not really discontinuous as implied by the approximation (5.11), but is ‘smoothed out’ over a threshold region.
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Figure 5.6 (a) The simplest quantum fluctuation of an electron and (b) the associated exchange
process.

is rather poorly understood. The behaviour of the strong interaction as a function of
distance (or equivalently momentum transfer) is so unlike the behaviour of other forces we
are familiar with (e.g. gravity, and electromagnetism) that it is worth looking at why this
is.

In QED, single electrons are considered to emit and reabsorb photons continually, as
shown in Figure 5.6a. Such a process is an example of a so-cpllettum fluctuation
i.e. one particle converting to two or more particles for a finite time. This is allowed
provided the time and the implied violation of energy conservation are compatible with
the uncertainty principle. Of course if another electron is nearby, then it may absorb the
photon and we have the usual one-photon exchange scattering process of Figure 5.6b. The
emitted photon may itself be subject to quantum fluctuations, leading to more complicated
diagrams like those shown in Figure 5.7a. Thus the initial electron emits not only photons,
but also indirectly electron-positron pairs. These are referred to as a ‘sea’ of virtual electrons
and positrons (cf. the comments in Section 3.3.2 in the context of the quark model). The
equivalent contribution to elastic electron-electron scattering is shown in Figure 5.7b.

These virtual processes are collectively referred tovasium polarization effects
The production of virtuak™ e~ pairs produces a shielding effect, so that the charge and
the strength of the interactiom, as seen from a distance, will appear altered. Detailed

e

@ (b)

Figure 5.7 (a) A more complicated quantum fluctuation of the electron and (b) the associated
exchange process.

15 The name arises from the analogy of placing a charge in a dielectric medium. This aligns the particles of the medium and
produces a net polarization.
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calculations show that if we write the Coulomb potential as

Pert(r) = w (5.12)
then
et = a ~ 1/137 (5.13)
for
r>rc=h/mec=39%x10¥m, (5.14)

but forr < r¢, the value ofx is somewhat larger and increases dsecomes smaller. In
other words, the strength of the interaction increases at very short distances. Formally,
without proof, the QED couplingem(it) is given to a good approximation by

1
em(11) = (110) [1 ~ ZaGu)n (i)} , (5.15)
T Ko

where o is a value ofu at which the value ofr is known. Thus the electromagnetic
coupling increases witl, but only very slowly.

Vacuum polarization effects have measurable consequences. For example, the 2s state
in hydrogen is predicted to be more tightly bound than it would be in a pure Coulomb
potential. The increased binding is only22 10~ eV, but nevertheless is confirmed by
extremely accurate measurements on the hydrogen spectrum. There are also very small
corrections to the magnetic moment of the electron that have been verified experimentally
to extraordinary precision.

Quantum fluctuations also exist in QCD and give rise to a variation of the interaction
strength with distance. If, by analogy with QED, we consider quark-quark scattering, then
the two lowest-order vacuum polarization corrections are shown in Figure 5.8. The first
of these (Figure 5.8a) is analogous to virteaae~ production in QED and also leads to a
screening effect. However, the second diagram (Figure 5.8b) has no counterpart in QED,
because there are no direct photon self-couplings. Calculations show that this diagram
leads to arantiscreeningeffect that is larger than the screening effect from Figure 5.8a
and so the net effect is that the interaction greveskerat short distances, i.e. asymptotic

@ (b)

Figure 5.8 The two lowest-order vacuum polarization corrections to one-gluon exchange in quark-
quark scattering.
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Figure 5.9 Measured values of the running coupling const@ntbtained from the following
experiments at increasing values jof r decay;Y decay; deep inelastic lepton scatteriege™
annihilation at 22 GeV and 50 Ge¥? decay; anat*e~ annihilation at 135 GeV/c and 189 GeV/c.
The solid curves show the evolution®f with u, as predicted by QCD, using the measure value of
as(Mzc) and taking account of the errors on the latter. (Adapted from Anaslglr (2008). Copyright
(2008) Elsevier, reprinted with permission).

freedom. Formally, the strong interaction coupliagis given by a formula analogous to
that foraem above, except the coefficient of the logarithmic term is different and, crucially,
its sign is positive:

Specifically, it can be shown that the QCD coupling constanis given to a good
approximation by

as( o)

1
() = s | 1+ 33~ 20 I ) (5.16)

for u2 > 1(GeV/c)?. As befores(uo) is the value of the coupling at a chosen reference
valueo. The latter is usually taken to hgy = Mzc, whereMz is the mass of th& boson.
Measured values afs(«), obtained from a variety of different processes, are shown in
Figure 5.9. The curves show the evolutiongfs a functionu, as predicted by QCD using
as(Mzc) corresponding to the ‘best-fit’ value

as(MzC) = 0.118+ 0.002 (5.17)

as the fixed point and taking account of the experimental errors on the latter. The decrease
in as(it) asp increases, corresponding to shorter distances, is clearly seen.
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Figure 5.10 Stages in the formation of a quark-gluon plasma and subsequent hadron emission:
(a) two heavy nuclei collide at high energies; and (b) interact via the colour field; (c) the very high
energy-density produced causes the quarks and gluons to deconfine and form a plasma that can
radiate photons and lepton pairs; (d) finally, as the plasma cools, hadrons condense and are emitted.
(Reprinted with permission from National Research Council, USA (1999), copyright (1999) National
Academy of Sciences).

5.5 Quark-Gluon Plasma

In QCD, at normally accessible energy-densities, we have seen that quarks and gluons
are confined within hadrons, although the nature of this confinement is still not fully
understood. However, at extremely high energy-densities QCD predicts that the quarks and
gluons would become deconfined across a volume that is large compared to that of a hadron.
(See Figure 5.10.) They would then exist in a new state of matter, caliprk-gluon
plasma which is the state of matter believed to have existed in the first few microseconds
after the creation of the universe in the so-called ‘big bang’ and may also exist in the
interiors of neutron stars. The transition energy can be calculated from lattice simulations
of QCD to be in the range 160-190 MeV, equivalent to an effective temperature of order
1012K.

It is possible to probe this state of matter using the RHIC facility (and also in the future
at the LHC). RHIC typically collides two counter-circulating beams of fully—stripped gold
ions at a maximum energy of 200 GeV per nucleon. If the ions collide centrally (i.e. head-
on) several thousand final-state particles are produced. An example of an event seen in the
STAR detector (which was shown in Figure. 4.20) is illustrated in Figure 5.11.

The experimental studies must first answer the key question of whether the energy-
density in the collisions is sufficient to have created a quark-gluon plasma and its subse-
quent cooling phases. There are many signatures for this, including the relative abundances
of different final-state particle types. For example, the large numbers of gluons in the
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Figure5.11 View of a 200 GeV gold-gold interaction in the STAR detector at the RHIC accelerator.
(Courtesy of Brookhaven National Laboratory).

plasma would lead to copious productionssipairs via gluon fusiomg — ss, and hence
production of strange particles in excess of that expected from nucleon-nucleon collisions
at very high energies. On the other hand, the productiod/of would be suppressed
because theandc quarks produced (also from gluon fusion) would be separated by many
quarks of other flavours, leading instead to the production of charmed mesons, for example
the D-mesons. In practice, these arguments depend on how long the quarks remain in the
central region of the plasma and this will lead to angular dependences that provide the
basis for more detailed tests. Present measurements are all consistent with the expected
temperature at which hadrons would be formed (about 176 MeV, within the range predicted
by QCD) and that the temperature of the initial fireball is considerably higher. The second
problem is to show that matter at these temperatures does indeed have a novel structure
and is not just a dense gas of hadrons. This has been established at the RHIC and, unex-
pectedly, it appears to have the properties of a liquid of very low viscosity, rather than a
dilute gas. The final step is to characterize its main physical properties, which is the aim
of ongoing research.

Future experiments at RHIC (and later at the LHC) will study questions such as: under
what conditions can a quark-gluon plasma be made; and what are the rules governing the
evolution and the transition to and from this kind of matter? The answers to these questions
will play a crucial role in understanding the basic nature of deconfinement.

5.6 Jets and Gluons

A striking feature of many high-energy particle collisions is the occurrence of jets of
hadrons in the final state. We have already mentioned these in Section 3.2.1 when we
discussed the experimental evidence for quarks, and they are a feature of the fragmentation
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Figure 5.12 Basic mechanism of two-jet production in electron-positron annihilation.

process mentioned in Section 5.4. Jets have been extensively studied in the reaction
e" + e~ — hadrons (5.18)

at high energies using colliding beam experiments, which were discussed in Chapter 4.
High-energy electrons and positrons collide head-on, with equal and opposite momenta, so
that the total momentum of the hadrons produced cancels out to zero in order to conserve
momentum. This is a particularly ‘clean’ reaction, because the initial particles are elemen-
tary, without internal structure. In the centre-of-mass energy range 15-40 GeV, electron-
positron annihilation into hadrons is dominated by the production of jets. These can be
regarded as occurring in two stages: a primary electromagnetic prcess™ — g +q

(due to photon exchange) leading to the production of a quark-antiquark pair; followed by
fragmentation, which converts the high-enemy pair into two jets of hadrons. This is
illustrated in Figure 5.12.

The fragmentation process that converts the quarks into hadrons is very complicated,
and the composition of the jets —i.e. the numbers and types of particles in the jet and their
momenta — varies from event to event. However, the direction of a jet, defined by the total
momentum vector

P= Z pi, (5.19)

where the sum extends over all the particles within the jet, reflects closely the parent quark
or antiquark direction. This is because the QCD interaction is relatively weak at very short
distances (asymptotic freedom), and the quark and antiquark do not interact strongly until
they are separated by a distamcef order 1 fm. At these relatively large distances only
comparatively small momenta can be transferred, and hence the jets that subsequently
develop point almost exactly in the initial quark and antiquark directions. That is, the jet
angular distribution relative to the electron beam direction reflects the angular distributions
of the quark and antiquark in the basic reac&dnt- e — g + . The latter can be easily
calculated in QED as it is a purely electromagnetic process, and is in excellent agreement
with the observed angular distribution of the jets. This is one of the pieces of evidence for
the existence of quarks that was cited in Chapter 3 and again at the start of the present
chapter.
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Figure 5.13 Computer reconstruction of a typical ‘three-jet’ event in electron-positron annihilation
observed in the JADE jet chamber. The solid lines indicate the reconstructed charged particle trajec-
tories taking into account the known magnetic field, which is also parallel to the beam direction; the
dotted lines indicate the reconstructed trajectories of neutral particles, which were detected outside
the chamber by other means. (After Lan Wu (1984). Copyright Elsevier, with permission).

Although the dominant process in electron-positron annihilation into hadrons is the
formation of two ‘back-to-back’ jets, occasionally we would expect a high momentum
gluon to be emitted by the quark or antiquark before fragmentation occurs, in much the
same way as a high-energy electron sometimes emits a photoboréinessrahluny The
quark, antiquark and gluon then all fragment into hadrons, leading to a three-jet event. A
computer reconstruction of such an event in a jet chamber is shown in Figure 5.13.

Events like those of Figure 5.13 provided the first unambiguous evidence for gluons,
because the angular distributions of the jets are found to be in good agreement with the
theoretical expectation for spin-1 gluons, but are inconsistent with what would be expected
if, for example, the third jet originated from a particle of spin 0. The ratio of three-jet to
two-jet events can also be calculated, assuming that the third jet is a gluon, because the
probability that a quark or antiquark will emit a gluon is determined by the strong coupling
as, in the same way that the probability that an electron or positron will emit a photon
is determined by the fine structure constanfThis leads to a value afs and hencej,
the QCD scale parameter. The values obtained are consistent with those found from other
determinations and lends further support for the picture of coloured quarks interacting via
the exchange of coloured gluons.

5.7 Colour Counting

What evidence is there that quarks exist in just three colour states? This question can
be answered by using data from electron-positron annihilation. The cross-sections for
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electron-positron annihilation to hadrons and for electron-positron annihilation to Afuons
both decrease rapidly with energy, but their ratio

R= o(ete” — hadrons) (5.20)
olete —» utu™)

is almost energy independent. The near constancy of this ratio follows from the dominance
of the two-step mechanism of Figure 5.12, with the total annihilation rate being determined
by that of the initial reactiore* + e~ — q + g. The value of the rati®R then directly
confirms the existence of three colour states, each with the same electric charge, for each
quark flavour.

To understand this, let us suppose that each quark flalzesiu, d, s, . . . exists inNc
colour states, so thadlc = 3 according to QCD, whildNc = 1 if the colour degree of
freedom does not exist. Since the different colour states all have the same electric charge,
they will all be produced equally readily by the mechanism of Figure 5.12, and the rate
for producing quark pairs of any given flavofir=u, d, s, .. .will be proportional to the
number of colours\Nc. The cross-section is also proportional to the squared charge of the
produced pair (because this is a first-order electromagnetic process), and since muon pairs
are produced by an identical mechanism, we obtain

o(e"e” — qrqs) = Ncefo(ete” — utu), (5.21)

wherees is the electric charge, in units ef on a quarlq; of flavour f.

The cross-section fa&" + e~ — hadrons will receive an additional contribution of the
form (5.21) when the energy passes a threshold for a new quark flavour to be produced.
ThusR at low energies will have a series of ‘steps’ corresponding to the production of
pairs of new quarks and this is what is observed experimentally. At high energies above the
threshold for the production @b pairs, and assuming that hadron production is completely
dominated by the two-step process of Figure 5.12, we would'have

R=Ry= Nc (€] + €& + € + € + &) = 11N /9. (5.22)

When the small contribution from the three-jet events and other corrections obqraes
taken into account, this expression fRis modified to

R= Ro(1+ as/7), (5.23)

giving rise to a weak energy dependencd&dfom the energy dependencecnafdiscussed
earlier, Equation (5.16). Although these corrections of ordeare small compared to

the dominant contribution, they must be included if the experimental dai ane to be
accounted for. The data are in excellent agreement with the theoretical prediction for the
valueNc = 3 (see Figure 5.14) and hence prove that quarks exist in just three colour states.

16 The cross-section for the production of muon pairs is essentially a purely electromagnetic one, except at very high energies
where the effect of the weak interaction may be seen. This will be discussed in Section 6.7.2.
17 There is no contribution from the top quark because it is too heavy to be produced, even at the high energies we are considering.
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Figure 5.14 Measured values of the cross-section ratio R and the theoretical prediction from QCD
for Nc = 3 colours. The dashed line shows the prediction without QCD corrections.

5.8 Deep Inelastic Scattering and Nucleon Structure

In Chapter 2 we discussed the scattering of electrons from nuclei to determine their
radial charge distributions. This was done by assuming a parameterized form for the
charge distribution, calculating the resulting form factor (i.e. the Fourier transform of
the charge distribution) and determining the unknown parameters by fitting experimental
cross-sections. In a somewhat similar way we can use high-energy inelastic scattering to
investigate the charge distribution within nucleons. This is referred weap inelastic
scattering because the projectiles probe deep into the internal structure of the nucleon.
This type of interaction was mentioned in Section 2.9 in the context of classifying nuclear
reaction mechanisms. The original experiments of this type in particle physics were done
in the 1960s and provided the first definitive evidence for the existence of quarks. We will
deduce that nucleons have a sub-structure of point-like charged constffients.

5.8.1 Scaling

The dominant one-photon contribution to the inelastic scattering of a charged lepton from

a proton in the spectator quark model is shown in Figure 5.15. Unlike elastic scattering,

where at a given lepton enerdiythere is only one free variable (e.g. the scattering angle),

in inelastic scattering the excitation energy of the nucleon adds a further degree of freedom,
so we can define two independent variables. These are usually taken,tdéfaned by

2Mv = W2c? 4+ Q2 — M?%¢?, (5.24)
and a dimensionless quantity (called goaling variablé given by

X = Q2/2Mv. (5.25)

18 The pioneering work on deep inelastic scattering was done by Jerome Friedman, Henry Kendall and Richard Taylor and
resulted in their receiving the 1990 Nobel Prize in Physics.
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Figure 5.15 Dominant one-photon exchange mechanism for inelastic lepton-proton scattering
wherel = eor u.

Here M is the proton masd)V is the invariant mass of the final-state hadrons @3ds
related to the squared energy-momentum trargsfday

Q*=-q*=—[(E- E)?/*—(p—p)]. (5.26)

The physical interpretation of will be discussed below. In the rest frame of the initial
proton,v reduces to

v=E—F (5.27)

and so is the Lorentz-invariant generalization for the energy transferred from the lepton to
the proton.

In Chapter 2 we discussed several modifications to the formalism for describing the
structure of nuclei obtained from scattering experiments. Here we are dealing with high-
energy projectiles and so we will need to take all those corrections into account. In particular,
the magnetic interaction introduces a second form factor. (cf. Equation (2.25.)) The two
form factors, denotedlV; andW,, are calledstructure functionsn this context. In terms
of these, the differential cross-section may be written

d?o _ <do

2 2
o = @>Mmt [Wa(Q2, v) + 2W4(Q2, v) tarf(6/2)] , (5.28)

whered is the lepton scattering angle. For valued/f< 2.5 GeV/c?, the cross-sections
show considerable structure due to the excitation of nucleon resonances, but above this
mass they are smoothly varying. In the latter region, the values of the structure functions
can be extracted from the data by choosing suitable parameterizations and fitting the
available data in an analogous way that the charge distributions of nuclei were deduced in
Section 2.2.1.

Rather thanW; and W, it is usual to work with two related dimensionless structure
functions defined by

Fi(x, Q%) = MWy (Q?%,v) and Fa(x, Q%) = vWa(Q?, v). (5.29)

It is a remarkable fact that at fixed valuesothe structure function&; , have only a
very weak dependence @@?. This behaviour is referred to asalingand is illustrated in
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Figure 5.16 The structure functiorf, of the proton as a function of, for Q2 between 2 and
18 GeV/c?. (From Atwood (1982), with kind permission of Springer Science and Business
Media).

Figure 5.16. As the Fourier transform of a spherically symmetric point-like distribution is a
constant, we conclude that the proton has a sub-structure of point-like charge constituents.

5.8.2 Quark-Parton Model

The interpretation of scaling is simplest in a reference frame where the target nucleon is
moving with a very high velocity, so that the transverse momenta and rest masses of its
constituents may be neglected. The structure of the nucleon is then given by the longitudinal
momentum of its constituents. This approach was first adopted by Feynman and Bjorken,
who called the constituenfsartons (We now identify charged partons with quarks and
neutral partons with gluons.) In thgarton modeldeep inelastic scattering is visualized as
shown in Figure 5.17. The target nucleon is a stream of partons each with 4-momentum
x P, whereP = (p, p) is the 4-momentum of the nucleon apd= |p| is its (very large)
3-momentum, so that the nucleon mass may be neglected.

p(P) - \_J > (1-x)P

\

parton

Figure 5.17 The parton model of deep inelastic scattering.
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Suppose now that one parton of masis scattered elastically by the exchanged photon
of 4-momenturng. Then

(xP+ )% = (xX?P2+2xP-q+qg?) = m?c®> ~ 0. (5.30)

If [x2P2| = x2M2c2 « Q2, then

9> Q¥
“2P.q  2Mv’
where the invariant scalar product has been evaluated in the laboratory frame in which
the energy transfer is and the nucleon is at rest. This is our previous definition (5.25).
Thus, the physical interpretation &fis the fractional 3-momentum of the parton in the
reference frame where the nucleon has a very high velocity. This is equivalent to having a

parton of massn stationary in the laboratory system, with the elastic rela@n= 2mv.
So providedQ? > M?3c?,

(5.31)

Q¥ m
X = = —, 5.32
2Mv M (5-32)
i.e. x may also be interpreted as the fraction of the nucleon mass carried by the struck

parton.
To identify the constituent partons with quarks we need to know their spins and charges.
For the spin, it can be shown that

Fi(x, Q) =0 (spin=0) (5.33)
and
2xFi(x, Q%) = Fa(x, Q%)  (spin=3). (5.34)

The latter relation, known as th@allan-Gross relation follows by comparing the co-
efficients in the equation for the double differential cross-section (5.28) with that in
Chapter 2 (Equation (2.25)). This gives

2Wy /W, = 21, (5.35)

where t = Q?/4m?c? and m is the mass of the target, in this case the struck parton.
ReplacingW; by F1/Mc? andW, by F,/v, gives

v Fl _ Q2
Mc2 F,  4m2c?

and since nowQ? = 2mv, we havem = Q?/2v = x M. Finally, using this mass in (5.36)
yields the Callan-Gross relation. Figure 5.18 shows some results for the x&igR. It
is clear that spir% is strongly favoured.

To deduce the parton charges is more complicated. We will assume that the constituent
partons are quarks and show that this is consistent with experimental data. We start by
defining g; (x) to be the momentum distribution of a quark of flavolri.e. gs (x) dx
is the probability of finding in a nucleon a quark of flavdyrwith momentum fraction
in the intervalx to x + dx. A given nucleon will consist of a combination of valence
quarks (i.e. those that give rise to the observed quantum numbers in the quark model)
and additional quark-antiquark pairs that are continually produced and annihilated by the

(5.36)
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Figure 5.18 The ratio X F;/F, at fixedx.

radiation of virtual gluons by the quark® Note that we are now extending the previous
discussion, where only noninteracting valence quarks were considered, to include quark-
gluon interactions, i.e. QCD effects.

In general, a structure function can be written as the sum of contributions from quarks
and antiquarks of all flavours. Also, from the cross-section formula (5.28), we would expect
the structure functions to involve the quark distributions weighted by the squares of the
quark charges; (in units if €) for a given quark flavourf . Thus, for examplek; is

Fa(x) = x ) €5 [ar (x) + G+ (X)]. (5.37)
f
If we concentrate on the scattering of charged leptons, i.e. electrons or muons, and consider
just the possibility of light quarka, d ands within nucleons, then we have (fér= e, u)
F,P) = x [ (dP+dP) + & (UP + 0P) + L (sP +5P)] (5.38a)
and
FA) =x[3(d"+d") + & (u"+ ") + L (s"+5")], (5.38h)

where, for exampleu™P are the distributions ofi quarks in the neutron and proton,
respectively. Using isospin symmetry, interchangingndd quarks changes neutron to
proton, i.eu <> d impliesn < p. Thus,

uP(x) = d"(x) = u(x), (5.39a)

19 These are the ‘sea’ quarks referred to in the discussion of the static quark model in Section 3.3.2. Recall also the discussion of
quantum fluctuations in electrodynamics in Section 5.4.
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dP(x) = u"(x) = d(x) (5.39b)
and
sP(x) = s"(x) = s(x), (5.39c¢)

with similar relations for the antiquarks. Then if we work with a target nucleus with equal
numbers of protons and neutrons (an isoscalar target), its structure function will have the
approximate form (neglecting purely nuclear effects)

FM00 = 3 [FIP00 + FE00] = o5 3 1000 + 001 + gx[00 + 500
gq=d,u

(5.40)
The second term is small becausguarks are only present in the sea component at the
level of a few percent. Thus the mean squared value of the chargeswhtitd quarks
is approximately:.

The final step is to extract information from deep inelastic scattering using neutrinos and
antineutrinos as projectiles. This is more complicated because, as we shall see in Chapter 6,
neutrinos and antineutrinos couple differently to the different quarks and antiquarks and
there is also a third form factor involved. Without proof, we shall just quote the result:

RN =x Y [a(x) +aml. (5.41)
g=d.,u
There is no electric charge factor outside the summation because, just as quarks form strong
interaction isospin multiplets with different electric charges, the leptons also form weak
isospin multiplets, but in this case the resulting weak charge is the same for all §tiarks.
From (5.40) and (5.41), we expect

P09 = SN0, (5.42)

The experimental data illustrated in Figure 5.19 show @Etf”(x) andF,N(x) are equal
within errors except possibly at small valuesxofvhere antiquarks are more important.
Thus one can conclude that the partons have ch%msd —%, which completes the
evidence for identifying partons with quarks.

5.8.3 Scaling Violations and Structure Functions

Although scaling is approximately correct, it is certainly not exact. In Figure 5.20 we show
some deep inelastic scattering data plotted in more detail. The deviations from scaling are
due to QCD corrections to the simple quark model, i.e. the quark in the proton that is
struck by the exchanged particle can itself radiate gluons, as mentioned previously. Since
the probability of radiating a gluon is proportional to the strong coupdiggwhich is a
function of the squared momentum trans@@, it follows that the structure functions also
develop a weak dependence @4, as exhibited by the data in Figure 5.20. We will not

20 Weak isospin is discussed briefly in Section D.1.2.



Quark Dynamics: The Strong Interaction 171

]-8 ¥ L ¥ 1) T T
1.6 4
1.4

12F

1

N
& SFf

Ii i e 2V

]
He+e—
o
L
1 L

1.0 F

- ¥ |

Fy(x)

0.6
= £ i |
0.2

0.0

]
(agl
1

i
1

Il 1 1 ] | 1

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
X

Figure 5.19 Comparison of(x) from deep inelastic muon (data from M. Arneoeloal. (1997))

and neutrino (data from W.G. Seligmanal.(1997)) scattering experiments. The data points are the
average over a range @f? > 2 (GeV/c)? and the error bars express the range of data values within
the Q? ranges.

discuss this in detaflt but simply state that analysing the data with these QCD corrections,
yields a value for the strong interaction parametethat is consistent with that obtained
from other sources (e.g. the three-jet events that we have discussed above).

Combining data from different experiments, with both charged and neutral leptons as
projectiles, enables individual quark/parton momentum distributions to be extracted from
combinations of cross-sections. Some typical resul®%t 10 (GeV/c)? are shown in
Figure 5.21 for the combinations

Q(X) = d(x) + u(x) (5.43a)
and
Q(x) = d(x) + U(X). (5.43b)
The difference
Qu(x) = Q() — Q) (5.44)

can be identified as the distribution of the valence quarks of the quark model. It can be seen
that Q, is concentrated arourxi~ 0.2 and dominates except at small valuex @fhere
the antiquarksj in the sea distribution are important.

The results of Figure 5.21 reveal an interesting and unexpected result concerning gluons
within the nucleon. If we integrate the momentum distributions for quarks and antiquarks
over all x we might expect to recover the total momentum of the nucleon, whereas the

21 Scaling violations are discussed in detail, but at a more advanced level than here, in e.g. Halzen and Martin (1984).
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Figure 5.20 A compilation of values of, measured in deep inelastic electron and muon scattering
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different values ok have been multiplied by the factors shown in brackets. The solid line is a QCD fit
with A = 0.2 GeV. (Adapted from L. Montanedt al. (1994). Copyright (1994) American Physical
Society, reprinted with permission).

curves of Figure 5.21 yield a value of approximately 0.5. Thus it follows that about 50%
of the momentum is carried by gluons.

The outcome of analyses like those above is a set of individual quark/parton momentum
distributions, including QCD corrections. These are of course of interest in their own right,
but they also enable analyses of other reactions involving nucleons. For example, the cross-
section for the reactiopp — W + - - - in the vicinity of the mass of th&/ is given in the
spectator model by integrating the elementary quark cross-sectiad fer W + - - - over
the boson width and the momentum distributions of the quarks in the nucleons. We will
not pursue this further here, but Problem 5.12 shows how in principle such calculations are
made.

Finally, it is worth noting that the nucleon structure functions and hence the quark
densities are found from lepton scattering experiments using a range of different nuclear
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Figure 5.21 Quark and antiquark momentum distributions in the nucleon.

targets. We have seen in Chapter 2 that the average binding energy of nucleons in heavy
nuclei is of order 7-8 MeV per nucleon. As this energy is much smaller than those used
in deep inelastic scattering experiments, it might be thought safe to ignore nuclear effects
(except those due to the internal motion of the nucleons — the Fermi momentum — that are
typically about 200 MeV/c). However, experiments have shown that the structure functions
do in fact depend slightly on the nuclear medium. Although the effects are very small and
not enough to alter the conclusions of this chapter, it is a reminder that there are still things
to be learnt about the role of nuclear matter and that this may hold information on the
nuclear force in terms of the fundamental quark-gluon interaction. We will return briefly

to this in Section 9.2.1.

Problems

5.1 The general combination @h quarks anch antiquarksq™q", with baryon number
B > 0 has a colour wavefunction that may be writeng? b” r* g? b, wherer®
means that there are quarks in the colour state etc. By imposing the condition
of colour confinement, show that — n = 3p, wherep is a nonnegative integer and
hence show that states with the structgcgare not allowed.

5.2 The colour quark states are eigenstates of only two of the eight colour charges
Fi(i =1,2,...8). These aré3 = I§ andFg = YC. The other six operators mix the
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states. For example,
Fir =g, Fig=1ir, Fib=0.
Use these relations in the general baryon colour wavefunction
X5 = 01r102D3 + 211203 + ar3bir2gs + crabiars + arsgibars + el 1b20s,
where they; are constants, to show that colour confinement implies
a1 = —0, 0O3= —04, 0O5= —0Ug.

(The complete set of such relations for all the colour charges leads to the antisymmetric
form (5.2).)
5.3 Draw lowest-order Feynman diagrams for the following processes:
(a) the interaction of a quark and a gluon to produce a quark and a photon;
(b) the production of a singl&° boson in a collision of protons and antiprotons;
(c) the annihilation of an electron and a positron to produce a palf bésons;
(d) the annihilation of an electron and a positron to produB_@ RO pair, whereB is
a meson containinglquark.

5.4 A pp collider with equal beam energies is used to produce a pair of top quarks.
Draw a Feynman diagram for this process that involves a single gluon. If the three
quarks of the proton (or antiproton) carry between them 50% of the hadron total
energy-momentum, calculate the minimum beam momentum required to produce the
tt pair.

5.5 The lowest Feynman diagram for inelastic electron-proton scattering at high energies

e (E, pc) + p(Ep, Ppc) — € (E’, p'c) + X(hadrons)

is shown in Figure 5.22.

Use energy-momentum conservation to show that the vaniatééned in Equation
(5.24) becomes = E — E’ in the rest frame of the proton. Hence show that the
variablex defined in Equation (5.25) lies in the range<x < 1 if the mass of the
electron is neglected.

e e
Y
1]
5
p > _(-;
\ e
(O

x\?fé

Figure 5.22 Kinematics of inelastic electron-proton scattering.
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5.6 The 3/ decay of positronium (the bound stateedfe™) has a width that in QED is
predicted to be

I'(3y) = 2(r? — 9)a®mec?/9r,

whereq is the fine structure constant. If the hadronic decay ofdahbound state
J/v¥(3097) proceeds via an analogous mechanism, but involving three gluons, use
the experimental hadronic widih(3g) = 80 keV to estimate the strong interaction
coupling constants. Use an analogous assumption to estinagtgom the radiative

width '(ggy) = 0.16 keV of thebb bound statér(9460).

5.7 Use Equations (5.38) and (5.39) to derive @ttfried sum rule

1 d 1 . _
[ R0 - 0] S = 5+ 5 [ 1600 - dnax

where the quark distributions refer to the proton.

5.8 Estimate the cross-section raiadefined in Equation (5.20) at centre-of-mass ener-
giesEcy = 2.8 GeV and 15 GeV. How woulR change if the energy were increased
so that top quark pairs could be produced?

5.9 In anete™ annihilation experiment a resonanBeis observed aEcy = 10 GeV

in both thepx™ 1~ and hadronic final states. The integrated cross-sections over the
resonance for these reactions are:

/UW(E)dE =10nb GeV; /ah(E)dE = 300nb GeV

Use a Breit-Wigner form for the resonance production to deduce the partial widths

I, andT} in MeV for the decaysR — u*u~ and R — hadrons. Assume the
integral

/ dE 2r
resonance(E - MCZ) + F2/4 F .

5.10 What is the value of the scaling variabtdor the special case of elastic scattering?

Hence show that in the rest frame of the proton, the inii&lgnd final €") electron
energies are related by

Mc?(E — E') = EE/(1 — cosb),

whereM is the proton mas$) is the lepton scattering angle and lepton masses are
assumed to be negligible compared to their energies.

5.11 Common forms assumed for the momentum distributions of valence quarks in the
proton are:

Fu(x) = xu(x) = a(1l — x)%; Fy(x) = xd(x) = b(1 — x)3.

If the valence quarks account for half the proton’s momentum, find the values of
andb.
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5.12 The cross-sectiom(ud_—> W) near the mass of th&/* is given by the Breit-Wigner
form

7(O)?x2I' Iy
o = s
3[4(E — Mwc?)2 +T?]

where My, I') are the mass and total width of thé*, ' 7 is the partial width for

W+ — ud, Eis the total centre-of-mass energy of tiiepair andx = 2/E. Find the
maximum value otr, i.e. omax, given that the branching ratio f®W+ — ud is 1/3.

Use this result and the quark distributions of Question 5.11 to find an expression for
the cross-section(pp — W™ + --.) in terms of thep p total centre-of-mass energy

/S andomax, and evaluate your result foys = 1 TeV. Use the narrow width, i.e.
delta function, approximation

By =W o s(1- _E
(of =7 [of
ud I 1WC2 max (MWC2)2

in integrals. (A note on the delta function is given in footnote 3 of Appendix A.)
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Weak Interactions
and Electroweak Unification

We have already discussed some aspects of weak interactions when we discussed nuclear
instability in Chapter 2 and again when we introduced the basic properties of leptons in
Chapter 3. In this chapter we will consider wider aspects of the weak interaction and also
its unification with electromagnetism to produce the spectacularly successttioweak

theory

6.1 Charged and Neutral Currents

Like the strong and electromagnetic interactions, the weak interaction is also associated
with elementary spin-1 bosons, which act as ‘force carriers’ between quarks and/or leptons.
Until 1973 all observed weak interactions were consistent with the hypothesis that they were
mediated by the exchange of the charged bo¥d¢ti©nly. However, in the 1960s, a theory
was developed that unified electromagnetic and weak interactions in a way that is often
compared to the unification of electric and magnetic interactions by Maxwell a century
earlier. This new theory made several remarkable predictions, including the existence of a
heavy neutral vector bosd#, and of weak reactions arising from its exchange. The latter
processes are callegutral currentreactions (the word ‘neutral’ referring to the charge of
the exchanged particle) to distinguish them from the so-caltedged currenteactions
arising from chargedV* boson exchange. In particular, neutral current reactions of the
typev, + N — v, + X were predicted to occur via the mechanism of Figure 6.1, where
N is a nucleon an is any set of hadrons allowed by the conservation laws. Although
difficult to detect, such reactions were first observed in a bubble chamber experiment in
1973.

The prediction of the existence and properties of neutral currents, prior to their discovery,
is only one of many remarkable successes of the unified theory of electromagnetic and weak

Nuclear and Particle Physics: An Introduction, Second EditioBrian R. Martin
© 2009 John Wiley & Sons, Ltd
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Figure 6.1 Feynman diagram for the weak neutral current reaatjor N — v, + X.

interactions. Others include the prediction of the existence of the charmed quark, prior to
its discovery in 1974 and the prediction of the masses oftieand Z° bosons prior to
the long-awaited detection of these particles in 1983. In general, the theory is in agreement
with all data on both weak and electromagnetic interactions, which are now referred to
collectively as theelectroweak interactionin the same way that electric and magnetic
interactions are referred to collectively as electromagnetic interactions. Furthermore, the
theory predicts the existence of a new spin-0 boson, the so-d4illgd bosonAlthough a
detailed discussion of the Higgs boson is outside the scope of this book, a brief discussion
of this very important particle, and more details of its role in generating masses for the
particles of the standard model are given in Section D.2. A discussion of how the Higgs
boson might be found experimentally is given in Section 9.3.2.

The new unification only becomes manifest at high energies, and at low energies weak
and electromagnetic interactions can still be clearly separated. This follows from the general
form of the amplitude (1.51):

2 g’h?
M@) = e 6.1)
where M7 is the mass of the exchanged particle anis the appropriate coupling. For
weak interactionsMy = My, z ~ 80 GeV/c? and for the electromagnetic interaction
Mx = M, = 0. Thus, even witl,cak ~ Jem, the amplitudes for the two interactions will
only become of comparable size fqf| ~ M)Z(cz, i.e. athigh energies. We therefore start by
considering the weak interaction at low energies and deduce some of its general properties
that are valid at all energies. Later we will consider how unification arises and some of its
consequences.

6.2 Symmetries of the Weak Interaction

In this section we will discuss the parit?] and charge conjugatiol©j operators, which
were introduced in Sections 1.3.1 and 1.3.2, respectively. These are conserved in the
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Figure 6.2 Effect of a parity transformation o¥’Co decay. The thick arrows indicate the direc-
tion of the spin of the®®Co nucleus, while the thin arrows show the direction of the electron’s
momentum.

strong and electromagnetic interactions. The first indication that parity might be violated
in weak interactions came from observations on the pionic decay§ afesons, i.e.

K — 7w andK — 7zw,! and these led Lee and Yang in 1956 to make a thorough study
of previous experiments in which parity conservation had been assumed or apparently
proved. They came to the startling conclusion that there was in fact no firm evidence
for parity conservation in weak interactions; and they suggested experiments where the
assumption could be testéd@his led directly to the classic demonstration of parity violation
from a study of thes decay of polarize6°Co nuclei. We shall describe just the principles

of this experiment.

The experiment was done in 1957 by Wu and co-workers, who placed a sanip@oof
inside a magnetic solenoid and cooled it to a temperature of 0.01K. At such temperatures,
the interaction of the magnetic moments of the nuclei with the magnetic field overcomes
the tendency to thermal disorder, and the nuclear spins tend to align parallel to the field
direction. The polarize®Co nuclei produced in this way decay to an excited stafénif
by the 8 decay

®0Co — Ni* + e + ve. (6.2)

Parity violation was established by the observation of a ‘forward-backward decay asym-
metry’, i.e. the fact that fewer electrons were emitted in the forward hemisphere than in
the backward hemisphere with respect to the spins of the decaying nuclei.

We can show that this implies parity violation as follows. The parity transformation
reverses all particle momenpawhile leaving their orbital angular momenta< p, and by
analogy their spin angular momenta, unchanged. Hence in the rest frame of the decaying
nucleiits effectis to reverse the electron velocity while leaving the nuclear spins unchanged,
as shown in Figure 6.2. Parity invariance would then require that the rates for the two
processes shown in Figure 6.2(a) and Figure 6.2(b) were equal, so that equal numbers of
electrons would be emitted in the forward and backward hemispheres with respect to the

1 Two particles, called at that time and 6, were observed to decay via the weak interactiom to and 7 final states,
respectively, which necessarily had different final-state parities. However,ahdd had properties, including the near equality

of their masses, that strongly suggested that they were in fact the same particle. Analysiscof thepuzzle' suggested that
parity was not conserved in the decays.

2 For their work on parity non-conservation, Chen Yang and Tsung-Dao Lee were awarded the 1957 Nobel Prize in Physics.
3 This classic experiment is described in readable detail in Chapter 10 of Trigg (1975).
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Figure 6.3 Effect of a parity transformation on muon decays. The thick arrows indicate the direction
of the muon spin, while the thin arrows indicate the direction of the electron’s momentum.

nuclear spins, in contradiction to what was observed. The discovery of parity violation
was a watershed in the history of weak interactions because the effect is large, and an
understanding of weak interactions is impossible if it is neglected.

The charge conjugation operat6rchanges all particles to antiparticles and we will
see presently is also not conserved in weak interactions. In examining these operators,
two interconnected themes will emerge. The first is that these effects have their origin
in the spin dependence of weak interactions; the second is that ®hilelation andC
violation are large effects, there is a weaker combined symmetry, cdakeidvariance,
which appears to be exactly conserved in the weak interactions of leptons. Ho@Ever,
invariance is violated in the weak interaction of hadrons, but in a way that is understood
in the electroweak theory, as we shall see. This has its most striking consequences for the
decays of mesons, which are discussed in Section 6.6. We start by conaderlFragwﬂtfé
operators in more detail in the context of leptonic decays.

C violation andP violation are both conveniently illustrated by considering the angular
distributions of the electrons and positrons emitted in the decays

U — € +vetvy, (6.3a)
and
ut—> et +vet+u, (6.3b)

of polarized muons. In the rest frame of the decaying particle these are found to be of the
form

I,+(cosp) = }Fi <1 — % cos@) (6.4)

where6 is the angle between the muon spin direction and the direction of the outgoing
electron or positron, as shown in Figure 6.3(a). The quanttiese called thasymmetry
parametersandl',. are the total decay rates, or equivalently the inverse lifetimes, i.e.

+1
1,;1 = / dcosd I',=(cosf) =Ty, (6.5)

as may easily be checked by direct substitution.
We consider now the consequences of assuming parity and charge conjugation for these
decays, starting with the latter as it is the simpler. Under charge conjugatiodecay
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converts tqu™ decay.C invariance then implies that the rates and angular distributions for
these decays should be the same, i.e.

Iy, =Ir_ (Cinvariance) (6.6)
and
&, =& (Cinvariance) (6.7)

The parity transformation preserves the identity of the particles, but reverses their
momenta while leaving their spins unchanged. Its effect on muon decay is shown in
Figure 6.3, where we see that it changes the afigter — 6, so that co$ changes sign.
HenceP invariance implies

I+ (cosf) =T+ (—cosP) (P invariance) (6.8)
Substituting (6.4), leads to the prediction that the asymmetry parameters vanish,
& =0 (P invariance) (6.9)

Experimentally, the.* lifetimes are equal to very high precision, so that the prediction for
the lifetimes is satisfied; but the measured values of the asymmetry parameters are

£ = —&, =100+ 0.04, (6.10)

which shows that bot@ invariance andP invariance are violated. The violation is said to be
‘maximal’, because the asymmetry parameters are defined to lie in therdnge, < 1.

In view of these results, a question that arises is: why duthand .~ have the same
lifetime if C invariance is violated? The answer lies in the principl€C®f conservation
which states that the weak interaction is invariant under the combined opeZ&ieven
though bothC and P are separately violated. THeP operator transforms particles at
rest to their corresponding antiparticles at rest, @Rdnvariance requires that these states
should have identical properties. Thus in particular, the masses of particles and antiparticles
are predicted to be the same. Specifically, if we applyGReoperator to muon decays,
the parity operator changésto = — 6 as before, while th€ operator changes particles
to antiparticles. Henc€P invariance alone implies that the condition obtained frBm
invariance is replaced by the weaker condition

[+ (cosP) =T'),-(— cosh). (6.11)
Again, substituting (6.4) into this equation, gives

., = I'_ (CPinvariance) (6.12)
implying equal lifetimes and also

& =—&_  (CPinvariance) (6.13)

in agreement with the experimental results. TI&R invariance retains the symmetry
between particles and antiparticles as observed by experiment, at leastémays. In

fact CP invariance has been verified in a wide variety of experiments involving weak
interactions, and is believed to be exact for purely leptonic processes (i.e. ones involving
only leptons) and a good approximation for those involving hadrons. (The only known
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Figure 6.4 Helicity states of a spir%— particle. The long thin arrows represent the momenta of the
particles and the shorter thick arrows represent their spins.

violations will be discussed in Section 6.6.) Particles and antiparticles have the same
masses and lifetimes evenGP is not conserved.

6.3 Spin Structure of the Weak Interactions

We turn now to the spin structure of the weak interactions, which is closely related to the
symmetry properties discussed above. As this spin structure takes its simplest form for
zero-mass particles, we will discuss the case of neutrinos and antineutrinos first, assuming
that they have zero mass for the purpose of this discussion.

6.3.1 Neutrinos

In discussing neutrinos, it is convenient to use the so-cakdidity statesin which spin is
quantized along the direction of motion of the particle, rather than along some arbitrarily
chosen z direction’. For a spin% particle, the spin component along the direction of its
motion can be eitheﬁ—% or —% (in units ofh), as illustrated in Figure 6.4, corresponding

to positive or negative helicity, respectively. These states are cadjetihandedor left-
handed respectively, since the spin direction corresponds to rotational motion in a right-
handed or left-handed sense when viewed along the momentum direction.

We will denote these states by a subscipor L, so that, for exampley, means a
left-handed neutrino. The remarkable fact about neutrinos and antineutrinos, which only
interact via the weak interaction, is thaly left-handed neutrinos, andright-handed
antineutrinosvg are observed in natureThis obviously violate<C invariance, which
requires neutrinos and antineutrinos to have identical weak interactions. It also vi®lates
invariance, which requires the statgsandvy to also have identical weak interactions,
since the parity operator reverses the momentum while leaving the spin unchanged and
so converts a left-handed neutrino into a right-handed neutrino. It is, however, compatible
with CPinvariance, since theP operator converts a left-handed neutrino to a right-handed
antineutrino, as illustrated in Figure 6.5.

The helicity of the neutrino was first measured in an ingenious experiment by Goldhaber
and co-workers in 1958. Again, we will discuss only the principles of the experifnent.

4 A brief description of the experimental setup is given in Section 7.6 of Perkins (2000).
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Figure 6.5 Effect of C, P andCP transformations. Only the states shown in boxes are observed
in nature.

They studied electron capturei??Eu, i.e.
e +%2Eu@d = 0) > 2SN (J = 1) + ve, (6.14)

where the spins of the nuclei are shown in brackets. The excited state of samarium that is
formed decays to the ground statejpgmission

B2 (3 =1) - %Sm0 = 0) + ¢ (6.15)

and it is theses rays that were detected in the experiment. In the first reaction (6.14), the
electrons are captured from the K shell and the initial state has zero momentum, so that
the neutrino and th®2Sni* nucleus recoil in opposite directions. The experiment selected
events in which the photon was emitted in the direction of motion of the deca3A8gi
nucleus, so that overall the observed reaction was

e +192Eu(d = 0) — 52Sm( = 0) + ve + ., (6.16)

where the three final-state particles were co-linear, and the neutrino and photon emerged
in opposite directions, as shown in Figure 6.6.

The helicity of the neutrino can then be deduced from the measured helicity of the photon
by applying angular momentum conservation about the event axis to the overall reaction.
In doing this, no orbital angular momentum is involved, because the initial electron is
captured from the atomic K shell and the final-state particles all move along the event
axis. Hence the spin components of the neutrino and photon, which cﬂr% l2end +1

v € Ve Y e Ve
[} [ ]
— — — — — —

@ (b)

Figure 6.6 Possible helicities of the photon and neutrinos emitted in the reaction
e +%2Eu(d = 0) - %2Sm(J = 0) + ve + y for those events in which they are emitted in op-
posite directions. Experiment selects configuration (a).

5 This was done by resonant scattering from a second samarium target. It relies on the fact thatrthaseravelling in the
opposite direction to the neutrino have slightly more energy than those in other directions, and only the former have enough
energy to excite the resonance level.
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respectively, must add to give the spin component of the initial electron, which can be
i%. This gives two possible spin configurations, as shown in Figures 6.6(a) and 6.6(b). In
each case the photon and neutrino have the same helicities. In the actual experiment, the
polarization of the photons was determined by studying their absorption in magnetized iron
(which depends on the polarization of the photon) and the results obtained were consistent
with the occurrence of left-handed neutrinos only, corresponding to Figure 6.6(a).

A similar experiment for antineutrinos has been carried out involving the emission of a
y ray following the positron decay of tf€Hg nucleus. The polarization is consistent with
the earlier statement that only right-handed antineutrinos take part in weak interactions.

6.3.2 Particles with Mass: Chirality

To see the effect of the spin dependence in weak interactions involving particles with mass,
we will look at the decays of the pion and muon, which are of course examples of charged
current reactions. The spin dependence is of a special form, callel iateraction This

name is derived from the behaviour under a parity transformation of the weak interaction
analogue of the electromagnetic current. The lettetenotes groper vector which is

one whose direction is reversed by a parity transformation. (An example is momentum
p.) The familiar electric current, to which photons couple, transforms as a proper vector
under parity. Because parity is not conserved in weak interactions, the corresponding weak
current, to whichw* bosons couple, has in addition to a vectd) component another
component whose direction is unchanged by a parity transformation. Such a quantity is
called anaxial-vector(A). (An example of an axial-vector is orbital angular momentum

L =r x p.) Since observables are related to the modulus squared of amplitudes, either
term would lead by itself to parity conservation. Parity nonconservation is an interference
effect between the two componeits.

Here we shall consider only the most important characteristic of this spin dependence,
which is that the results discussed above for neutrinos, hold for all fermions in the ultra-
relativistic limit. That is, in the limit that their velocities approach that of light, only left-
handed fermions,, e_~ etc. and right-handed antifermiong, er™* etc. are emitted in
charged current interactions. These right-handed and left-handed particles areldedled
states and these are the eigenstates that take part in weak interactions. In general, chiral
states are linear combinations of helicity states, with the contributions of the ‘forbidden’
helicity stateser~, e, T etc. suppressed by factors which are typically of ordec(/ E)?,
wherem is the appropriate fermion mass akdts energy. For neutrinos this is always a
good approximation and chiral states and helicity states are identical. However, for particles
with mass, it is only a good approximation for large energie3 hese spin properties can
be verified most easily for the electrons and muons emitted in weak decays, by directly
measuring their spins. Here we shall assume them to hold and use them to understand some
interesting features of pion and muon decays.

We start by considering the pion decay mode

at — £+ v (t=e pu) (6.17)

8 There are only two possible spin projections for the photons because there are only two possible polarization states for
electromagnetic waves.
7 We will meet these ideas again in Section 7.7.1 when we discuss the theory of nuclear beta decay.
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Figure 6.7 Helicities of the charged leptons in pion decays. The short arrows denote spin vectors
and the longer arrows denote momentum vectors.

In the rest frame of the decaying pion, the charged lepton and the neutrino recoil in
opposite directions, and because the pion has zero spin, their spins must be opposed to
satisfy angular momentum conservation about the decay axis. Since the neutrino (assumed
to be zero mass) is left-handed, it follows that the charged lepton must also be left-handed,
as shown in Figure 6.7, in contradiction to the expectations for a relativistic antilepton.

For the case of a positive muon this is unimportant, since it is easy to check that it
recoils nonrelativistically and so both chirality states are allowed. However, if a positron
is emitted it recoilgelativistically, implying that this mode is suppressed by a factor that
we can estimate from the above to be of ordeg/m, )% ~ 10-°. Thus the positron decay
mode is predicted to be much rarer than the muonic mode. This is indeed the case, and the
measured ratio

C(rt — et +ve)
it — pt+v,)

= (1.218+0.014) x 1074 (6.18)

is in excellent agreement with a full calculation that takes into account both the above
suppression and the difference in the density-of-final states (i.e. the difference @ the
values) for the two reactions.

A second consequence of the chirality argument is that the muons emitted in pion
decays are polarized (see Figure &.¥ye have mentioned this earlier in connection with
measuring the muon decay asymmetries. These have their origins in the spin structure of
the interaction, as we shall illustrate for the highest energy electrons emitted in the decay
of the muon. These have energy

2 2

E = e (1+ &) > MeC? (6.19)
2 m2

and correspond to decays in which the neutrino and antineutrino are both emitted in the

direction opposite to the electron. This is illustrated in Figure 6.8 for the two simplest cases

in which the electron is emitted in the muon spin direction (Figure 6.8a) and opposite to it

(Figure 6.8b).

Since the neutrino and antineutrino have opposite helicities, the muon and electron must
have the same spin component along the event axis in order to conserve angular momentum,
implying the electron helicities shown in Figure 6.8. When combined with the fact that
the relativistic electrons emitted must be left-handed, this implies that electrons cannot be
emitted in the muon spin direction. We thus see that the spin structure of the interaction
automatically gives rise to a forward-backward asymmetry in polarized muon decays.

8 This is in the rest frame of the decaying pion and assumes that the neutrino has zero mass. The degree of polarization in the
laboratory frame is a function of the muon momentum.
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Figure 6.8 Muon decays in which electrons of the highest possible energy are emitted (a) in the
muon spin direction and (b) opposite to the muon spin direction.

Of course, not all the electrons have the maximum energy, and the actual asymmetry,
averaged over all electron energies, can only be calculated by using the full form of the
V-A interaction® The resulting prediction is in excellent agreement with the measured
values.

Finally, we have seen in earlier chapters that there is evidence that neutrinos are not
strictly massless. How then can we ensure that the weak interactions only coupketo
vr? To understand this we return to the Dirac equation, which was mentioned in Chapter
1. As was stated there, the solution of this equation for a massive%snnsimticle is in the
form of a four-component spinor, whose components are interpreted as the two possible
spin projections for the particle and its antiparticle of a given energy. (See Section 1.2 and
Equation (1.4).) However, in the case of a massless fermion, the Hamiltonian of Equation
(1.2) consists only of a spin projection term and there is a simpler solution of the Dirac
equation consisting of two independent two-component wavefunctions. If we assume for
definiteness the case of neutrinos (assumed to be massless), then these would correspond
to the pairs ¢., vr) and (R, v.). This observation was first made by Weyl in 1929, but
was rejected as unphysical because under a parity transformatien vg (see Figure
6.5) and hence the interaction would not be invariant under parity. However, we now know
that parity is not conserved in the weak interactions, so this objection is no longer valid.
A possible solution is therefore to make the neutrino its own antiparticle. In this case
(vL, vr) are identified as two helicity components of a four-component spinor and the
other two componentyg, v), if they exist, can then be a fermion of a different mass.
This scheme is due to Majorana and is very different to the structure of a spinor describing
a massive spir%—fermion such as an electron. A test of this idea would be the observation
of neutrinoless double beta degasuch as the reactioffGe — "®Se+ 2e~. This could
occur if the neutrino emitted by the parent nucleus were absorbed internally by the daughter
nucleus (and hence not appear as a real particle), which is possible eglsife. The
development of this idea, and its implications for the nature of the neutrino, are discussed in
Section 9.4.1. That section also includes an account of the status of experimental searches
for neutrinoless double beta decay.

9 See, for example, Chapter 12 of Halzen and Martin (1984).
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6.4 W= and Z° Bosons

The three intermediate vector bosons mediating weak interactions, the two charged bosons
W+ andW~ and the neutrak®, were all discovered at CERN in 1983 in the reactions

P+p—->Wr+X", p+p—>W +X, and p+p— Z2°+ X°, (6.20)

where X* and X° are arbitrary hadronic states allowed by the conservation laws. The
beams of protons and antiprotons were supplied by a proton-antiproton collider that was
specifically built for this purpose. At the time it had proton and antiproton beams with
maximum energies of 270 GeV each, giving a total centre-of-mass energy of 540 GeV.
Two independent experiments were mounted (called'9ahd UA2), both of which were
examples of multi-component detector systems that were discussed in SectibDA.
of the main problems facing the experimenters was that for each event in whighos Z°
is produced and decays to leptons, there were more thagvets in which hadrons alone
are produced and so the extraction of the signal required considerable care.

In contrast to the zero mass photons and gluons\WHeand Z° bosons are both very
massive particles, with measured masses

Mw = 80.4 GeV/c?, Mz = 91.2 GeV/c?, (6.21)

while their lifetimes are about 8 10-2°s. Their dominant decays lead to jets of hadrons,
but the leptonic decays

WH — e +v, W =+ (6.22)
and
20 st 25 v+, (6.23)

where¢ = e, p or t as usual, are also important. The particles are detected as resonance-
like enhancements in plots of the invariant mass of suitable final states seen in reactions
such as (6.20%

We have seen that an important feature of an exchange interaction is its strength. As in the
case of electromagnetism, Feynman diagrams for weak interactions are constructed from
fundamental three-line vertices. Those for lepWii-interactions are shown in Figure 6.9.

At each vertex a boson is emitted or absorbed; while both fermion lines belong to the
same generatioh= e, u or r, with one arrow pointing inwards and one out to guarantee
conservation of each lepton numbig, N, andN.. Associated with each vertex is a
dimensionless parametey, with the same value at high energies for all three generations
(because of lepton universality). Its value may be found from the formula faf/tivedth®3

T(W — eve) = 200w Mw /3.

10 A description of the UA1 experiment is given in, for example, Section 4.5.1 of Martin and Shaw (2008).

11 Simon van der Meer lead the team that built the accelerator and Carlo Rubbia lead the UA1 experimental team that subsequently
discovered the bosons. They shared the 1984 Nobel Prize in Physics for their work.

12 An example of detecting resonances from mass spectra using the invariant mass is discussed briefly in Appendix B.

13 gee, for example, Section 11.6.3 of Mandl and Shaw (1993).
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Figure 6.9 The two basic vertices fon=-lepton interactions.

Using the experimental values of the mass and width gives,
aw = g /Arhc~ (42+0.2) x 1073, (6.24)

The constandy is the weak analogue of the fine structure constant 1/137 in electro-
magnetic interactions, withy the weak analogue of the electronic chaege appropriate
units.

We see from the above thaty ~ 0.6«, so despite its name, the weak interaction has
a similar intrinsic strength to the electromagnetic interaction. Its apparent weakness in
many low-energy reactions is solely a consequence of its short range, which arises because
the exchange bosons are heavy. From (6.1) we see that the scattering amplitude has a
denominator that contains the squared mass of the exchanged particle and so at energies
where the de Broglie wavelengths= h/p of the particles are large compared to the range
of the weak interaction, which is an excellent approximation for all lepton and hadron
decays, the range can be neglected altogether. In this approximation the weak interaction
becomes goint or zero-rangeinteraction, whose effective interaction strength can be
shown to be

Oeff = 0w (E_/chz)z s E_ < M\NCZ, (625)

whereE is a typical energy scale for the process in question. (For example in muon decay
it would be the mass of the muon.) Thus we see that the interaction is both weak and
strongly energy dependent at ‘low energies’, but becomes comparable in strength with the
electromagnetic interaction at energies on the scale dMt®son mass.

6.5 Weak Interactions of Hadrons: Charged Currents

The charged current weak decays of hadrons are understood in terms of basic processes in
which W* bosons are emitted or absorbed by their constituent quarks. In this section we
will consider both decays and scattering processes, starting with the former.
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Figure 6.10 Quark diagram for the decay— pe ve.

6.5.1 Semileptonic Decays

A typical semileptoniaecay (i.e. one that involves both hadrons and leptons) is that of the
neutron, which at the quark level is

d— u+e + v, (6.26)

as illustrated in Figure 6.10, where the other two quarks in the hadrons play the role of
spectators. Similarly, in the pion decay process

77 (du) > pu” + v, (6.27)

the initial quarks annihilate to produceVe boson as shown in Figure 6.11. However,
the weak interactions of quarks are more complicated than those of leptons, and are best
understood in terms of two idedspton-quark symmetryndquark mixing.

For simplicity, we will look firstly at the case of just two generations of quarks and
leptons. In this case, lepton-quark symmetry asserts that the first two generations of quarks

(3) and (g) (6.28)

and the first two generations of leptons

(;e> and (:“) (6.29)

W~
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Figure 6.11 Quark diagram for the process — = + v,,.
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Figure 6.12 The W=*-quark vertices obtained from quark-lepton symmetry, without quark
mixing.

haveidenticalweak interactions. That is, one can obtain the b¥¢ic-quark vertices by
making the replacemenig — u, € — d, v, - ¢, u~ — sin the basicW*-lepton
vertices, Figure 6.9, leaving the coupling constg@t unchanged. The resulting/*-
quark vertices are shown in Figure 6.12. Quark symmetry in the simple form stated above
then implies that the fundamental procesdes u — W~ ands + ¢ — W~ occur with
the samecouplingsgw as the corresponding leptonic processes, i.e. in Figure 6.12 we
havegcs = gug = 9w, While the processes+ u — W~ andd + ¢ — W~ are forbidden.
This works quite well for many reactions, like the pion deeay — = + v, but many
decays that are forbidden in this simple scheme are observed to occur, albeit at a rate
that is suppressed relative to the ‘allowed’ decays. An example of this is the kaon decay
K~ — u~ +v,, which requires & + u — W~ vertex, which is not present in the above
scheme.

All these suppressed decays can be successfully incorporated into the theory by intro-
ducingquark mixing According to this idea, thd ands quarks participate in the weak
interactions via the linear combinations

d’ = d cosfc + ssinbc (6.30a)
and
s’ = —dsinfc + scosfc, (6.30b)

where the parametélc is called theCabibbo angle That is, lepton-quark symmetry is
assumed to apply to the doublets

<(l;,> and (;) (6.31)

This then generates new vertices previously forbidden. For examplejsttévertex
required for the deca) — — =~ + v, arises from the interpretation of thel'W vertex
shown in Figure 6.13. In a similar way a nesdW vertex is also generated. Thus, in
addition to the vertices of Figure 6.12 we also have the vertices of Figure 6.14.

Quark mixing enables theory and experiment to be brought into good agreement by
choosing a valu®c ~ 13 for the Cabibbo angle. One then finds that the rates for the
previously ‘allowed’ decays still occur, but now multiplied by a factorZas~ 0.95,
while the previously ‘forbidden’ decays are now allowed, but with rates that are suppressed
by a factor siféc ~ 0.05.
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Figure 6.13 Theud'W vertex and its interpretation in terms wfl W andusW vertices.

Historically, the most remarkable thing about these ideas is that they were formulated
before the discovery of the charmed quark. In 1971 seven fundamental fermions were
known: the four leptonse, e, v, andu~; and the three quarks d, s. This led Glashow,
lliopolous and Maiani to propose the existence of a fourth quaadcomplete the lepton-
quark symmetry and to solve problems associated with neutral currents that we will discuss
in Section 6.7 below. The existence of the charmed quark was subsequently confirmed in
1974 with the discovery of the first charmonium states (this is why their discovery was so
important; see the discussion in Section 5.3) and its measured weak couplings are consistent
with the predictions of lepton-quark symmetry and quark mixing.

We now know that there are six leptons

(&) () () o
() (5) (o) -

When the third generation is taken into account, the mixing scheme becomes more com-
plicated, as we must allow for the possibility of mixing between all three ‘lower’ quarks
d, sandb instead of just the first two, and more parameters are involved. In general the
mixing can be written in the form

and six quarks

d Vud Vus Vub d
S, == Vcd VCS Vcb S 5 (634)
b’ th Vts th b

(b) (d)

Figure 6.14 The additional vertices arising from lepton-quark symmetry when quark mixing is
taken into account.
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Figure 6.15 Quark diagram for the decay~ — n+ e~ + ve.

whereV;(i = u,c,t; j =d,s,b), the so-calledCKM matrix4 is unitary to ensure the
orthonormality of the new states generated by the transformation. The matrix elevpents
are all obtainable from various decay processes and values exist for them, although the
smaller off-diagonal terms are not very well measueBor the first two generations, the
changes introduced by this more complex mixing are very small. However, a new feature
that emerges is the possibility 6P violation. We shall see in Sections 6.6.3 and 6.6.4 that
CP violation does actually occur in meson decays and it is of considerable interest to see
if the size of the violation is consistent with the CKM mixing formalism and the standard
model. We will examine this question in Section 6.6.5.

6.5.2 Selection Rules

Many observations about the weak decays of hadrons are explaingd*bgxchange
without the need for detailed calculation. For example, the decays

XT o> n+e 4. (6.35)
and

Tt > n+et + e (6.36)
seem very similar, wher&e*(1189)= uusandx~(1197)= dds are the charged:
baryons that are part of thg” = ; multiplet shown in Figure 3.13. However, while

decay (6.35) is observed, (6.36) is not, and the experimental upper limit on its rate relative
to the observed decay is

F(ET > n+et 4 v

= < 5x10°°.
M(Z~—>n+4+e +ve)

The reason for this is that reaction (6.35) is allowed via the mechanism of Figure 6.15,
involving a single quark transition, whereas reaction (6.36) at the quark level is

uus — udd+ et + ve

and so would require two separate quark transitions and can thus only proceed via a
mechanism involving the emission and absorption of Wdosons. Such a contribution
would be higher order in the weak interaction, and is negligibly small and unobservable.

14 The initials stand for Cabibbo, Kobayashi and Maskawa, the last two of whom extended the original Cabibbo scheme to three
generations of quarks.
15 A review is given Amsleet al. (2008).
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Reaction (6.36) is just one of many that cannot proceed via siNglexchange, and are
therefore not observed, despite the fact that they satisfy all the appropriate conservation laws
for weak interactions. These ‘forbidden’ reactions can be identified systematically using a
number of selection rules for singl¥* exchange processes, which can be deduced from
the vertices of Figures 6.12 and 6.14. We shall illustrate this by considering the allowed
changes of strangeneSs

We consider firstly semileptonic decays, like those of Figures 6.11 and 6.15. Since these
involve a singlew*-quark vertex, the changes in the strangeness and electric charge of
the hadrons are given by the possible change&sandQ at this vertex. There are just two
possibilities. If no strange quarks are involved at the vertex as in Figures 6.12(a) and (b)
and Figures 6.14(c) and (d), there is obviously no change in strangeness, while the quark
charge changes b1 depending on the charge of th¢ boson. Hence the changass
andAQ in the strangeness and the electric charge of the hadrons satisfy

AS=0, AQ==%£l (6.37)

On the other hand, those vertices like Figures 6.12(c) and (d) and Figures 6.14(a) and (b)
which do involve a strange quark give rise to processes like

Uu—s+W*" or W™ = s+c¢,

in which the total quark charge and strangeilseth decrease, givingS= AQ = —1;
or processes like

Ss—>u+W o Wh—s+c

in which the total quark charge and strangeness both increase, girg AQ = 1. Thus
the allowed semileptonic decays are characterized by the selection rules (6.37) and

AS=AQ = +1, (6.38)

whereAQis the change in the charge of the hadrons only. The latter is called$he A Q
rule for strangeness-changing decays, and decays with

AS=-AQ==+1 (6.39)

are forbidden. Reaction (6.36) is a typical example of a forbidd&= —AQ reaction
requiring changes (6.39) since the" has strangenesS= —1 and Q = +1 while the
neutron has = 0 andQ = 0.

Interesting results are also obtained for purely hadronic decays. In such decays, the
exchangedV boson must be both emitted and absorbatfatquark vertices, as illustrated
in Figure 6.16 for the decayx — pm~. Hence the selection rules for strangeness can be
inferred by applying the selection rules (6.37) and (6.38) to each individual vertex, subject
to the constraint that the change in the hadronic charge must now be zero overall since
no leptons are involved and the total charge must of course be conserved. If two vertices
satisfying (6.37) are involved, strangeness is conservedv@e 0, while if one satisfies
(6.37) and the other (6.38) we obviously hav& = +1. Finally, if two vertices satisfying

16 The charge, strangeness, and other quantum numbers of the quarks are listed in Appendix E, Table E.2.3.
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Figure 6.16 Dominant diagrams for the decay — p + 7.

(6.38) are involved, we again obtainS = 0 overall because of the charge conservation
conditionA Q = 0. We thus obtain the selection rule

AS=0, £1 (6.40)

for hadronic weak decays, and the same selection rule also holds for semileptonic decays,
since it is guaranteed by the semileptonic selection rules (6.37) and (6.38).

The selection rule (6.40), which holds for all weak decays, has a spectacular illustration
in the decay of the omega-minus baryon

Q(1672)=sss (S= —3) (6.41)

that we met briefly in Section 3.2.2. Because baryon number is conserved, the decay must
ultimately yield a proton in the final state, since this is the only stable baryon. However,
this cannot occur directly because of the selection rule (6.40), but must proceed via a series
of successive decays, in which strangeness changes by at most one unit in each step. Itis
a remarkable fact that when ti§&~ particle was first observed, both its production and
whole decay sequence

K +p=aQ +K +K°

="+ 7" (AS =1 weak decay)
7'+ A (AS =1 weak decay)
L |—. ™+ p (AS =1 weak decay)
¥ + ¥ (electromagnetic decay)
AR 3
e el
was captured in a single bubble chamber picttire.

Although we have concentrated on strangeness to illustrate how selection rules arise,
similar arguments can be made involving particles with charm and/or bottom and lead to
analogous selection rules involving those quantum numbers.

Finally we mention an approximate selection rule for isospin. Weak hadron decays
generally obey aAl = % rule. Thus in the decapn — Nz, the final pion-nucleon is
predominantly ind = % state and so the ratio gfr ~ decays tnz? is predicted to be
2, which is what is observed. However, the rule is not exact, and for example in the decay

17 This famous picture may be seen in Close, Marten and Sutton (1987).
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Figure 6.17 Spin (thick arrows) and momentum (thin arrows) configurationsvfer and vee™
interactions: (a)vee~ before collision; (b)vee~ after scattering through; 180(c) vee~ before
collision; (d) v.e™ after scattering through 180

K — %7, although the final pions are dominantly in &n= 0 state, there is a much
smallerl = 2 state observed. (Ah = 1 state is forbidden by Bose statistics.)

6.5.3 Neutrino Scattering

Consider the elastic scattering processt e~ — ve + €~ at high energies, proceeding
via the exchange of &/ meson, i.e. a charged current weak interaction. We know\the
meson couples only to left-handed fermions and from the discussion of Section 6.3.1 that
neutrinos have negative helicity, i.e. they are polarized along the direction of their motion
(which we will take to be the axis). We also know from the work of Section 6.3.2 that
in the relativistic limit, the same is true of electrons. We are therefore led to the centre-
of-mass spin/momentum configurations before the collision shown in Figure 6.17(a). If
the interaction scatters the particles through an angle of, 18@én the centre-of-mass
spin/momentum configurations after the collision are those shown in Figure 6.17(b). In
both cases the total spin component alongzthels is zero. This resultis true for all angles
and the scattering is isotropic.

From this we can calculate the differential cross-section using the formulas of Chapter
1. We will assume that the squared momentum trar@feis such thaQ? ,, <« M3 c?, so
that the matrix element may be written

f(ve+€ — ve+e)=—2v2GE, (6.42)
whereGrg is the Fermi coupling constant of (1.54), i.e.

Gk . 47T(HC)3O[W

V2 (Mwc?)?
Hence, using (1.74) and recalling that the velocities of both the neutrino and electron are
equal toc, but of opposite sign,

(6.43)

do 1 Gz _,

—(Vee_) = FW CM-*

- (6.44)

At high energiesEZ,, is given by

EZ), ~ 2meC’E,, (6.45)
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whereE, is the energy of the neutrino. So finally the total cross-section is
2mec’G2

orot(Ve€”) =
and increases linearly with, .*®
If we apply the same argument to the scattering of antineutrinos, we are lead to the
configurations shown in Figures 6.17(c) and 6.17(d). The initial statelhasl, but the
final state hasl, = —1. Thus scattering through 18 forbidden by angular momentum
conservation and the amplitude must contain a facter ¢bs6). This is borne out by a
full calculation using th&/—A formalism which gives, in the same approximation,

do (7€) 1 G,Z:

—(V, - —_—

aQ ® 1672 (ho)*
Integrating over angles gives

otot(Ve€) = %Utot(vee_)- (6.48)

These ideas may be taken over to deep inelastic neutrino scattering from nucleons,
where the latter are assumed to be composed of constituent quarks whose masses may be
neglected at high energies. This will enable us to extend the discussion of Section 5.7 for
charged leptons. In this case, the neutrino is assumed to interact with a single quark within
the nucleon (this is again the spectator model) and we must take account of all relevant
guarks and antiquarks. In practice, we can neglect interactionswaitts quarks, as these
will be suppressed by the Cabibbo factor. So, taking into account only aémeld quarks
and their antiparticles, we can generalize (6.46) and (6.48) to give

E2y,(1+ cosd)?. (6.47)

MnC2G2E, 1-
otot(VeN) = ':T(ﬁ—c)i (H + §H> (6.49a)
and
_ MnC?G2E, (1 -
otot(VeN) = —ﬂ(ﬁC)4 <§H + H) , (6.49b)

for scattering from an isoscalar nucleus, i.e. one with an equal number of neutrons and
protons, wheréMy is the mass of the nucleon. The quantitié¢andH are given by

1 1
H = / X[U(¥) + ()] dx and H = / X[T(x) + (] dx, (6.50)
0 0

whereu(x) etc. are the quark densities defined in Section 5.7 and the integral is over the
scaling variable.
Settingy = H/H, we have from (6.49)

o(beN) 143y

R = .
o (veN) 3+y

(6.51)

18 This behaviour has arisen because of the approximation (6.42). It cannot of course continue indefinitely. At very high values
of Q? the full form of the amplitude would have to be taken into account and this would introduce an energy dependence in the
denominator of (6.46).
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Figure 6.18 Neutrino and antineutrino total cross-sections. (Data from Seligetal. (1997).
Copyright 1997 by the American Physical Society).

Some data for the cross-sectionsRrare shown in Figure 6.18 from an experiment using
muon neutrinos. Using these in (6.51) shows fR& approximately constant, as predicted

by (6.51), and has a value of about 0.51, which imples 0.2, i.e. the existence of
antiquarks in the nucleon is at a level of about 20%. Other experiments yield similar results
in the range 15-20%.

6.6 Meson Decays and CP Violation

Meson decays are of particular interest, not only because they enable very sensitive tests of
CP conservation to be made, but also because the application of basic quantum mechanics
leads to surprising effects that, for example, allow the symmetry between particles and
antiparticles to be tested with extraordinary precision. In both cases the crucial ingredient
is the phenomenon gfarticle mixing Because most work has been done on the neutral
kaons, we will mainly discuss this system as an example. The analogous formalisms for
B and D decays are similar. We start by considering the situation w@éravariance is

exact.

6.6.1 CP Invariance
We have seen that there are two neutral kaon states
KO(498)=d5 K°(498)= sd, (6.52)

which have strangeness=S+1 and S= —1 respectively. However, because strangeness
is not conserved in weak interactions, these states can be converted into each other by
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Figure 6.19 Example of a process that can convert: (& %state to & ° state; (b) B° state to a
B state. The intermediate quark statescaee u, cort andq =u, cort.

higher-order weak processes like that shown in Figure 6.19(a). This is in marked contrast
to most other particle-antiparticle systems, for which such transitions are forbidden, because
the particle and its antiparticle differ by quantum numbers that are conserved in all known
interactions. For example, the™ ands~ have opposite electric charges, and the neutron
and antineutron have opposite baryon numbers. For neutral kaons however, there is no
conserved quantum number to distinguish Kftand K states when weak interactions
are taken into account and the observed physical particles correspond ndttbahe K °
states themselves, but to linear combinations of them. Similar mixing can occur between
BY — B® and D? — DO states. We have met the idea that observed states can be linear
combinations of other states in the CKM mixing scheme for quarks discussed above
and earlier when we discussed neutrino oscillations in the absence of lepton number
conservation in Chapter 3. It also leads to the phenomefiawaiur oscillationswhich we
will discuss later in Section 6.6.4.

We start by assuming th&P invariance is exact and that neutral kaons are eigenstates
of the combinedCP operator. In this case, using the standard phase convention we can
define

CIK® p) = —IK% p), CIKO p)=—[K° p), (6.53)

where|K©, p) denotes & © state with momentum, etc. Since kaons have negative intrinsic
parity, we also have fgp = 0

PIK? 0) = —|K% 0), PI|K?0) =—|K° 0), (6.54)
so that
CPIK® 0) = |[K°,0), CP|K? 0) =|K°,0). (6.55)

ThusCP eigenstate&{, are

|K?,.0) = L K®.0) £ K2, 0] (CP= +1). (6.56)
SRRV
If CPwere conserved, thelk? would decay entirely to states wi®P = 1 andK$ would
decay entirely to states withP = —1. We examine the consequences of this for decays
leading to pions in the final state.
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Consider the state®7°. Since the kaon has spin 0, by angular momentum conservation
the pion pair must have zero orbital angular momentum in the rest frame of the decaying
particle. Its parity is therefore given by (cf. Equation (1.14))

P=P3(-1)" =1, (6.57)
whereP, = —1 is the intrinsic parity of the pion. Th&-parity is given by
C=(Cn)P?=1, (6.58)

whereC,o = 1 is theC-parity of the neutral pion. Combining these results gi@&s= 1.
The same result holds for the" 7~ final state.

The argument for three-pion final statesz~7° and 7°7%° is more complicated,
because there are two orbital angular momenta to consider. If we denbtg the orbital
angular momentum of one pair (either 7z~ or 7%2°) in their mutual centre-of-mass
frame, and. 3 is the orbital angular momentum of the third pion about the centre-of-mass
of the pair in the overall centre-of-mass frame, then the total orbital angular momentum
L =L.2+ L3 =0, since the decaying particle has spin-0. This can only be satisfied if
L12 = L3. This implies that the parity of the final state is

P =PX(-1)"2(-1)"= =-1 (6.59)
For ther %7 %70 final state, theC-parity is
C=(Cn)P=1 (6.60)
and combining these results give® = —1 overall. The same result can be shown to hold
for ther+7 70 final state.

6.6.2 CP Violation in K? Decay

The experimental position is that two neutral kaons are observed, défleshort and
K%-long, denotedK? and K, respectively. They have almost equal masses of about
499 MeV/c?, but very different lifetimes and decay modes. TKE has a lifetime of

~9 x 107! s and decays overwhelmingly to two pions; the longer-likgéthas a lifetime

of ~5 x 1078 s, with a significant branching ratio to three pions, but not to two. In view of
the CP analysis above, this immediately suggests the identification

K=K and K=K (6.61)
However in 1964, it was discovered that i@ also decayed to two pioks
K - 7t 47, (6.62)

but with a very small branching ratio of order £0 This result is clear evidence 6P
violation. It was confirmed in later experiments on the dedy— 7°7° and the two

19 The experiment was led by James Cronin and Val Fitch. They received the 1980 Nobel Prize in Physics for their discovery.
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probability amplitudes ratios

M(K® = 7¥7) M(K = 7070

= and = ——— 6.63
T M(Kg — mtn-) 1100 M(Kg — 7{0710) ( )
measured.
SubsequenthyCP violation was observed in the semileptonic decays
K> rn +e"+v and K° >zt +e + 1. (6.64)

For example, if we start with a beam & particles, with initially equal amounts &2
andKp, then after a time that is large compared to & lifetime, the K2 component

will have decayed leaving just tH€? component, which itself will be an equal admixture
of K and K° components. We would therefore expect to observe identical numbers of

electrons N ~) and positrons|*) from the two decays (6.64). However,Kf is not an
eigenstate o€P, then there will be an asymmetry in these numbers, which will depend on
the relative strengths of th€® andK ® components ik?. This is what is observed.

BecauseCP is not conserved, the physical stat¢$andK ? need not correspond to the
CP eigenstate& ? and K, but can contain small components of states with the opposite
CP, i.e. we may write

1
K, 0) = AT [|K?,0)—e|K2,0)] (6.65a)
and
1

wheree is a small complex parameter. (The factor in front of the brackets is to normalize
the states.) It is straightforward to show that the asymmetry observed in the semileptonic
decays is given by

A= (N* —N7)/(NT +N~)=2Res (6.66)

for a pure KE beam, if we neglect terms of ordés|2. Figure 6.20 shows data ol
as a function of proper time (i.e. measured in the rest frame of the decaying patrticle).
After the initial oscillations, there is seen to be an asymmetry and from (6.66) this gives
2Res ~ 3.3 x 1073

From Equations (6.65) we see tl@®-violating decays can occur in two different ways:
either (a) theCP-forbiddenK 9 component in th& ? decays via &P-allowed processes,
giving a contribution proportional to the probability

lel*(1+ le?) ™ ~ el

of finding aK? component in thek?; or (b) the CP-allowed K9 component in thek ?
decays via &P-violating reaction. We can investigate these by noting th@B¥iolation
is neglected completely, then the ratios (6.63) are given by

ne = noo = e(1 + |g]?) "2
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Figure 6.20 The charge asymmetry observed f? — 7~e*ve andK® — 7+e 1, as a function
of proper time, for a beam that is initially predominanky’. (Adapted from Gjesdadt al. (1974).
Copyright Elsevier, reprinted with permission).

The measure values are
Ine| = (2.236+ 0.007)x 1073,  |noo| = (2.225+ 0.007) x 1073,

Thus CP-violation in K decay occurs dominantly, though not entirely, by mixing of the
CP eigenstates in the physical states, rather than by d@®etiolating decays, both of
which are allowed in the CKM mixing scheme. A detailed analysis of all the data for the
m decay mode® confirms this and yieldg| = (2.232+ 0.007) x 1073,

6.6.3 CP Violation inB Decays

Until 2001, the evidence f@Pviolation was confined solely to the€® — K system. How-
ever, since then many other example€éfviolation have been discovered, particularly in
the analogoug® — B? system, whereB? is the B°(5279)= db meson.B® — B® mixing
can then occur by diagrams like Figure 10.19(b), in analogg Yo- K° mixing (Figure
10.19(a)) and can be described by the same formalism. The physical particles analogous
to the K2 andK? mesons are in this case call&] and BY,, whereL andH stand for
‘light’ and ‘heavy’, respectively, although in fact their masses are almost identical. They
also have almost identical lifetimes of approximatel$ &« 10712 s, and because this is
very short compared to those of the neutral kaons, it is not possible to form well-defined
beams of neutrd® mesons, so some other means of studying their decay modes, which are
numerous, must be found.

This problem has been overcome by the construction of so-cBlifattories These
facilities exploit the properties of th&(4S) = bb bottomium state, which has a mass
of 10.58 GeV and a width of only 20 MeV. This state is heavy enough to decay to
the lightest meson states with nonzero bottom quantum numbeB(8279) mesons of

20 See, for example, Amslet al. (2008).
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Table E.2.5) by a mechanism analogous to the that of Figure 5.3(a), but not heavy enough to
decay to any other final states by the same mechanism. It therefore decays almost entirely
to BtB~ and BB pairs, in approximately equal numbers. In addition, it has the same
quantum numberd "¢ = 1-~ as the photon and so can be produceelie~ annihilation.
There is correspondingly a peak in thée~ annihilation cross-section, and tuning the
beam energies in a1 e~ collider to coincide with this peak results in a copious source of
B+, B? andB° mesons.

Two suchB factories have been constructed to st@l violation in B decays: the
PEP-II facility at SLAC, California, in which a 3.1 GeV positron beam is collided with
a 9.0 GeV electron beam; and the KEK-B facility in Japan, in where a 3.5 GeV positron
beam is collided with an 8 GeV electron beam. In each case, the centre-of-mass energy
corresponds to th# (4S) mass, while the asymmetric beam energies ensur@timatsons
are produced with enough momentum to travel a measurable distance before decaying. This
is important, because studies ©P violation often require the measurement of the time
between the production and decay of Bienesons. This is achieved using the dedicated
detectors BaBar at PEP-Il and Belle at KEK-B.

Both the BaBar and Belle detectors have structures typical of multi-component detectors,
as discussed in Chapter 4. For example, in the Belle detector, shown in Figurig ;124on
decay vertices are measured by a silicon vertex detector (1) situated just outside the beam
pipe. Charged particle tracking is provided by a central wire drift chamber (2). Particle
identification is provided by energy loss measurements in the drift chamber, by threshold
aerogelCerenkov counters (3) and by time-of-flight counters (4) situated radially outside
the drift chamber. Electromagnetic showers are detected in a calorimeter (5), consisting of
an array of Csl crystals situated inside a 1.5T superconducting solenoid coil (7). Muons
and KE mesons are identified by arrays of resistive plate counters (6) interspersed in the
iron yoke.

3.5 GeVe'

8.0 GeVe

Figure 6.21 The Belle detector: (1) silicon vertex detector; (2) central drift chamber; (3) aerogel
Cerenkov counter; (4) time-of-flight counters; (5) Csl electromagnetic calorimeter; (6) muon and
neutral kaon detector; (7) superconducting solenoid; (8) superconducting final focusing system.
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BecauseB? and BY, have very similar lifetimes, it is not possible to observe a pure
sample of one species analogous to ifein neutral kaon decays, so that one is always
dealing with particle mixtures, and the analysis of the data is more complicated than in
the neutral kaon case. We will not go into details, but merely note that @Bayiolating
effects have been observed. For example, di@etiolation has been observed in the
B° — K~z mode, where the combined data on the asymmetry parameter

_ T(B®—> K 7%)—T(B° > K*x")
~ I'(B—> K-7+)4+TI'(B® > K+x-)

K (667)

yields the value
Akr = —0.095+ 0.013 (6.68)

Effects of similar magnitude, involving both dire€@P violation and mixing, have been
observed in other decay modes, includibgy K2, K+*K~-K2 andy'K2, wherer'(548)

is the meson resonance listed in Table E.2.5. The effects are very large compared to those
observed in neutral kaon decays, a result that was expected on the basis of the standard
model. This will be discussed in Section 6.6.5, where we will seeGRatiolation is also
expected for decays &2 and B2, but are much more difficult to detect. In contrast, those
predicted for theD?® — D° system are much smaller, and have not been observed at the
time of writing.

6.6.4 Flavour Oscillations

One interesting consequence of flavour mixing is the phenomenfiavolur oscillation,

which has been observed in several neutral mesons systems. The most precise data are for
K° — K% and so we will concentrate mainly on this system in what follows. In this case

we are dealing wittstrangeness oscillation&or example, the neutral kaon produced in

the strong interaction

77 4+p— KO 4A°
S=0 0 1 -1 (6.69)
must necessarily beka® state withS = 1, in order to conserve strangeness. However, if the
produced particle is allowed to travel through free space and its strangeness is measured,
one finds that it no longer has a definite strangerfess1, but has components with
both S= 1 andS = —1 whose intensities oscillate with time. The phenomenon is very
similar mathematically to that describing the flavour oscillations of neutrinos we met in
Chapter 3 and enables the mass difference betwekeandK? particles to be measured
with extraordinary precision, as we will now show.

In what follows, we shall measure time in the rest frame of the produced patrticle, and
definet = 0 as the moment when itis produced. If we ignore the very s@Rilliolations,
the initial state produced in the™ p reaction above is

1

KO,
K™, p) 73

[[KE p)+ KL, p)] - (6.70)
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At later times, however, this will become

1
% [as(t) K2, p)+ac(t) |KD, p)], (6.71)

where
ay (t) = e MCtM g Tut/h (o 5 | (6.72)

andm, and T, are the mass and decay rate of the particle concerned. Here the first

exponential factor is the usual oscillating time factot®!/" associated with any quan-

tum mechanical stationary state, evaluated in the rest frame of the particle. The second
exponential factor reflects the fact that the particles decay, and it ensures that the probability

e« (x=85 L) (6.73)

=

of finding aKg or KE decreases exponentially with a mean lifetime= I'; ! (« = S, L).
Becausers « 1, for timest such thatrs « t < 7. only the KE component survives,
implying equal intensities for th&° and K® components. Here we are interested in the
intensities of the< ® and K ® components at shorter times, and to deduce these we rewrite
the expression (6.71) in the form

Po(t) [K°, p) + Ao(t) |[K®, p). (6.74)
where
Aot) = 3 [as(t) +ac(t)] and Ao(t) = 3[as(t) — a (t)]. (6.75)
The intensities of the two components are then given by
(K% = [Ao(t)]? = § [eTs/N 4 @ UM 4 2e~ TtV cog(AMAt /R) | (6.76a)
and
1(K®) = |Ag(t)|? = 3 [e7s/M e TLUN _ 2e=("sH TV cog(Amtc /) | (6.76b)

whereAm = |ms — m | and we have used (6.72) to explicitly evaluate the amplitudes.

The variation of theK? intensity | (K°) with time can be determined experimentally
by measuring the rate of production lafperons(baryons with nonzero strangeness) in
strangeness-conserving strong interactions such as

‘b poat+A°% 04 =F (6.77)

as a function of the distance from tK& source. The data are then fitted by the expressions
(6.76) with Am as a free parameter and the predictions are in good agreement with the
experiments for a mass difference

= (3.483+ 0.006 x 102 MeV/c?. (6.78)

The state& 2 andK ? are not antiparticles, but th€® andK © are of course and the mass
differenceAm can be shown to arise solely from the possibility of transitigi¥s< KO,
whose magnitude can be calculated from diagrams like that shown in Figure 6.19(a). We
shall not discuss this further, but merely note that the resulting agreement between the
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predicted and measured values confirms the equaility = myo to better than one part

in 10'7. This equality is a prediction of th@PT theorem, mentioned at the end of Section
1.3.3, which states that any relativistic quantum theory in which signals cannot propagate
at faster than the speed of light will be invariant under the combined operatidbsPof

andT, and as a consequence the mass of a particle and its antiparticle are equal, where
masses are defined as the expectation values of the energy for states of zero momentum. In
comparison, the particle-antiparticle mass relation that has been most precisely tested by
direct measurement is

Met = Me-, (6.79)

which is only verified to within an experimental error of order of one part h 10

Flavour oscillation has also been observed for several other neutral meson systems,
including B® — B?, D° — D°, DY — D2 andBZ — B2. In the case of th&° — B? system,
oscillations are observed by using so-calecheson ‘tagging’. IrB factories, as we have
seen, pairs oB mesons result fromr' (4S) decays, and recoil against each other in their
mutual centre-of-mass frame. Like kaons, the states produced will evolve in time, but which
is which is unclear. Let us suppose, however, that one of the mesons, referred to as the
tagged meson, is observed to decay BPanode, then th® meson that recoils against it
must at that instant be thrown intoB? state, to conserve the bottom quantum nuniber.
Away from this instant, the state will evolve into an oscillating superpositicB’cdind B°
states, whose frequency will be determined byrthe — m_. mass difference, in analogy
to the oscillations described above for the neutral kaons. Hence, when both decays are
observed, one should obtain an oscillating likelihood of finding unmixed events, in which
a B? decay is associated withBf decay, as a function akt, the measured time between
the two decays. Figure 6.22 shows the asymmetry

_ N(unmixed)— N(mixed)

Am = N (unmixed)+ N(mixed)

(6.80)

obtained using the BaBar detector, where ‘mixed’ means that both mesons deBy as
(or BY) states, which would be impossible in the absence of mixing. The oscillations are
clearly visible, and when combined with data from other experiments, yield a best value of

my —my = (3.337+ 0.033) x 107° MeV/c? (6.81)

6.6.5 CP Violation and the Standard Model

What do these results mean for the CKM mixing scheme of the standard model? The CKM
matrix is a 3x 3 matrix and in general contains nine complex elements. However, the
unitary nature of the matrix implies that there are relations between the elements, such as

VuaVih + VeaVg, + VigVig, = 0. (6.82)

Using these and exploiting the freedom to define the phases of the basic quark states, the
matrix may be parameterized by just four quantities, three mixing angles and one phase

21 This is an example of the quantum mechanical phenomenon known as ‘collapse of the wavefunction’.
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Figure 6.22 The measured asymmetly, as a function of the observed time differentebetween
the two tagged neutrd decays. (After B. Auberet al. (2006). Copyright (2006) the American
Physical Society, reprinted with permission).

angle, and is conveniently written in the form:

C12C13 ' $12C13 A sz
V = | —S12C23 — 0125135233'8 C12C23 — 5125139239"? C13923 | - (6.83)
S12S23 — C12513C23€°  —C12823 — S12813C23€°  C13C23

Herecj = cospjj, sj = sing; and the angles; = 612, 613 and6»3 can be chosen to lie
in the first quadrant, so thaf, c; > 0. Since the time reversal operator acting on a state
involves complex conjugation (cf. equations (1.23) and (1.24)), a nonzero pirapies
T violation, and hence, IEPT invariance is assume@,P violation. This is in contrast to
the general form of the mixing matrix for two generations only, which is purely real, so
thatCP violation could not arise from quark mixing if there were only two generations.
The mixing angles and th€P-violating phase must be determined from experiment;
and the magnitude of a particul@P-violating effect depends not only on the magnitude
of §, but also the mixing angles. Experimentally, > s,3 > s13, and it is instructive to
approximate the resulting matrix by the so-callwdIfenstein parameterizatipwhich to
O(19) is:
1-3a2— 14 A Ar3(p —in)
V= -2a+1A°1-20+in)] 1-12-1x%1+4A?) A2 + O(19),
AE[1—(1-322) (p+in)] —AZ+AL-2p+in] 1- AR
(6.84)
with parametersA, 1, p andn, with a nonzero value off being indicative ofCP vio-

lation. The quantityh = |Vs| & 0.23 plays the role of an expansion parameter in this
approximation and the other parameters are

A~082 p=~024 n~034
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From this, one sees immediately that for observable decays (the decays of the top quark are
unobservable)CP violation is most significant iB decays, wher¥®,,, plays an important

role. ForK and D decays, however, the main contributions@® violation arise from

V4, and are of ordek® whereasVyq itself is of ordera. HenceCP-violating effects are
predicted to be much smaller. This is in general agreement with experiment, @Rere
violation in D decays is yet to be detected. Quantitative predictions are, however, more
difficult to obtain. We will not pursue this, but merely note that the success of the mixing
model in accounting for alCP-violating data in terms of a singl€P-violating phase is

a major triumph of the standard modélHowever, this cannot be the complete story on
CP violation, because we will see in Section 9.6.3 that the matter-antimatter asymmetry
observed in the universe requil@P violation at a level several orders-of-magnitude larger
that that needed to account for meson decays.

6.7 Neutral Currents and the Unified Theory

Neutral current reactions are those that involve the emission, absorption or exchaige of
bosons. The unified electroweak theory predicted the existence of such reactions before
their discovery in 1973 and they now play a central role in the th&ohy.this section

we start by looking at the consequences of electroweak unification fonthend Z°
masses. Then we construct the bagfcvertices by analogy with the construction of the

W vertices given earlier, and examine the experimental consequences of unification.

6.7.1 Electroweak Unification

The electroweak theory was originally proposed mainly to solve problems associated with
Feynman diagrams in which more than &idoson was exchanged, such as that shown in
Figure 6.23 for the reactioa" u~ — e*u~. Such contributions are expected to be small
because they are higher order in the weak interaction and this appears to be confirmed by
experimental data, which are in good agreement with theoretical predictions that neglect

Figure 6.23 Higher order contribution to the reactiefu~ — e*u~ from the exchange of twid/
bosons.

22 Makoto Kobayashi and Toshihide Maskawa were jointly awarded half share of the 2008 Nobel Prize in Physics for their
prediction ofCP violation as a necessary consequence of mixing between all three generations of quarks.

23 The originators of the electroweak theory, Sheldon Glasow, Abdus Salam and Steven Weinberg, shared the 1979 Nobel Prize
in Physics for their contributions to its formulation and the prediction of weak neutral currents.
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them entirely. However, when these higher order contributions are explicitly calculated,
they are found to be proportional to divergent integrals, i.e. they are infinite. In the unified
theory, this problem is solved when diagrams involving the exchang®’ dosons and
photons are taken into account. These also give infinite contributions, but when all the
diagrams of a given order are added together the divergences cancel, giving a well-defined
and finite contribution overaft!

This cancellation is not accidental, but follows if two fundamental relations, called the
unification conditiorandthe anomaly conditiohold. The proof of this result is formidable
and relies on a fundamental symmetry of the theory called gauge invafahmsvever,
the form of the equations is simple.

The unification condition is

e

W = gw SinBy = gz COSHyy, (6.85)
where the weak mixing angtgy is given by
coshy = My /Mz, (O < by < 7[/2) (686)

andgg is a coupling constant that characterizes the strength of the neutral current viértices.
This condition explicitly relates the weak and electromagnetic coupling constants. In
contrast, the anomaly condition relates the electric cha@jeendQ, of the leptong and
quarksa, and is

> Q+3) Qa=0. (6.87)
¢ a

The sums extend over all leptoasind all quark flavoura = u, d, s, ... and the factor
3 arises because there is also a sum over the three quark colour states, which has been
explicitly carried out. On substituting the quark and lepton charges, one easily finds that
the anomaly condition is satisfied by the six known leptons and the six known quarks.

The unification condition (6.85) relates the strengths of the various interactionswé the
and Z° masses, and historically was used to predict the latter from the former before the
W+ andz° bosons were discovered. In the low-energy limit, the charged current reactions
are characterized by the Fermi constant, and on substitutimgg,ftnom (6.85) one obtains

V2@oPgy,  ma(ho)?

Mg = = , 6.88a
w Gr «/EG;: Sin? Ow ( )
which together with (6.86) implies
3
2 ra(ho (6.88b)
\/EGF Sin? Ow cog Ow

for the Z° mass. The weak mixing angle itself can be determined by comparing neutral
and charged current processes at low energieg Mwc?, Mzc2. In this regime, neutral

24 The first person to demonstrate that the electroweak theory had this property was Gerardus ‘t Hooft. He and Martinus Veltman
shared the 1999 Nobel Prize in Physics for their fundamental work on the theory.

25 Gauge invariance is discussed qualitatively in Appendix D.

26 The strengths are not all equal, but are givergpynultiplied by known constants that dependédynand the specific vertex.
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current processes are characterized by an effective zero-range coupling c@stiant
exactly the same way that charged current reactions are characterized by the Fermi coupling
constantGg. The neutral current coupling is given by

e @
V2 (Mzc?)?’

by analogy with the Fermi consta@r, and the ratio of these low-energy couplings can
be expressed in the form

(6.89)

G 2 MG

2z %2 W _gipg,, (6.90)

Ge Ow MZ
using (6.85) and (6.86). Hence the weak mixing amgjenay be found by comparing the
measured rates of charged and neutral current reactions at low energies, and by 1981 its
value was determined in this way to be

sirf Oy = 0.227+ 0.014.

This value was used to predict thi¢™ andZ® masses by substitution into (6.88a,b) and
using the values af andGg given in (1.46) and (1.55) respectively. The resulting values
were

Mw = 783+ 2.4 GeV/c®> and My = 89.0+ 2.0 GeV/c?

and the subsequent discovery of iNé andZ° bosons with masses compatible with these
predictions (as mentioned in Section 6.4) is perhaps the greatest triumph of the unified
theory.

Nowadays, the best value of the weak mixing angle,

Sirf 6w = 0.23154+ 0.0001, (6.91)

is obtained by comparing the predictions of the unified theory with a wide range of
measurements on different neutral current reactions. However, on substituting into (6.88)
this gives

Mw = 77.50+ 0.03 GeV/c> and My = 8841+ 0.04 GeV/c?, (6.92)

which are not in very good agreement with the best experimental values (6.21). The reason
for this is well understood. It arises because in deriving (6.88) we used the relation (6.24)
for the Fermi constanGg. This latter relation was obtained by taking the low-energy
limit of single W* exchange only, whereas strictly we should have also included the small
contributions arising from higher order diagrams. Two of the most important of these are
shown in Figure 6.24; one involves the interaction betweeHeand Z° bosons that is
predicted by the unified theory, whereas the other involvesdhark. Hence the magnitude

of the higher-order corrections to (6.88), and also to other predictions obtained using just
lowest order diagrams involving singl#* and Z° exchange, depends on the mass of the

t quark. We shall not discuss this in detail, but merely state the important result that when
higher order corrections are taken into account, the predictions of the theory agree with
experiment in all cases.
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Vi
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Figure 6.24 Two of the higher order contributions to inverse muon decay that were neglected in
obtaining the Fermi coupling constaBt as a low-energy limit.

6.7.2 TheZz® Vertices and Electroweak Reactions

Just as all the charged current interactions of leptons can be understood in terms of the basic
W-lepton vertices, in the same way all known neutral current interactions can be accounted
for in terms of basicZ%-lepton vertices shown in Figures 6.25. The corresponding quark
vertices can be obtained from the lepton vertices by using lepton-quark symmetry and
quark mixing, in the same way ths¢*-quark vertices are obtained from thié¢*-lepton
vertices. Thus, making the replacements

Ve—>Uu, v, —>c e —d, u —¢ (6.93)
in the lepton vertices
veveZ®, v, 2% e e Z°% upuZz° (6.94)
leads to the quark vertices
uuZ®, ccZ’, d'd'z° ssZ7° (6.95)
Finally, we interpret the latter two of these using (6.30). Thus, for example,
d'd’Z°% = (d costc + ssindc) (d coshe + ssindc)Z°
=ddZ°coS6c + ssZsirfbc + (dsZ? + sd 20) sinfc coste ~ (6.96)
When all the terms in (6.95) are evaluated, ones obtains a set of vertices equivalent to
uuz®, ccZ’, ddz°, ss?, (6.97)

which are shown in Figure 6.25.

One important difference from charged current reactions that follows from Figure 6.25
is that neutral current interactiossnservendividual quark numbers. Thus, for example,
strangeness-changing weak neutral current reactions are forbidden. An example is the
decayK® — u*u~. This is not seen experimentally, although nothing else forbids it.

In the unified theory, in any process in which a photon is exchang&tmson can be
exchanged as well. At energies that are small compared td%meass, thez®-exchange
contributions can be neglected compared to the corresponding photon exchange contribu-
tions, and these reactions can be regarded as purely electromagnetic to a high degree of
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a a ¢ 0, v,

V,Z° V,Z° Z°

Figure 6.25 Z°andy couplings to leptons and quarks in the unified electroweak theory, where
¢ = e, nandt andadenotes a quark.

accuracy. However, at very high energy and momentum transt@rsxchange contribu-

tions become comparable with those of photon exchange and we are therefore dealing with
genuinely electroweak processes which involve both weak and electromagnetic interactions
to a comparable degree.

These points are clearly illustrated by the cross-section for the muon pair production
reactione™ +e~ — ut + u. If we assume that the energy is large enough for the lepton
masses to be neglected, then the centre-of-mass eBésdlie only quantity in the system
that has dimensions. Because a cross-section has dimensions of an area, on dimensional
grounds the electromagnetic cross-section for one-photon exchange is of the form

o, ~ a?(hc)?/E2.

For Z° exchange withE <« Mzc?, a similar argument gives for the weak interaction
cross-section

oz ~ ag E2(Mc)?(Mzc?)*.

(The factor in the denominator comes from the propagator oZtheoson.) Thus the one-
photon exchange diagram dominates at low energies, and the cross-section Eaifs as
This is in agreement with the observed behaviour shown in Figure 6.26 and justifies our
neglect of thez®-exchange contribution at low energies. However, the relative importance
of the Z° exchange contribution increases rapidly with energy and at beam energies of
about 35 GeV it begins to make a significant contribution to the total cross-section. At
still higher energies, the cross-section is dominated by a very large peak at an energy
corresponding to th&° mass, as illustrated in Figure 6.26. At this energy the low-energy
approximation is irrelevant and Figure 6.26 corresponds to the formation of phydical
bosons in the process + e~ — Z°followed by the subsequentdecay — ut + u~to

give the final-state muons. Finally, beyond the peak we once again regain the electroweak
regime where both contributions are comparable.

If the exchange of Z° boson always accompanies the exchange of a photon, then there
will in principle be parity-violating effects in reactions that at first sight would expect to
be purely electromagnetic. Their observation would be further unambiguous evidence for
electroweak unification. This was first tested in 1978 by scattering polarized electrons from
a deuterium target and measuring the parity-violating asymmetry

Apy = Rt (6.98)
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Figure 6.26 Total cross-section for the reactiehe™ — u*u~.

whereog(o) is the cross-section for incident right (left)-handed electrons. To produce
polarized electrons is a complicated multistage process that starts with linearly polarized
photons from a laser source that are then converted to states with circular polarization.
Finally these are used to pump a GaAs crystal (photocathode) to produce the require
electrons. Polarizations of about 80% are obtained by this means. The asymmetry is
very small and in this experimemipy is predicted to be only a few parts per million.
Nevertheless, anonzero value was definitely established. Morégugwyas also measured
as a function of the fractional energy loss of the initial electron. This is a function of the
weak mixing angle and a value was found in agreement with other determinations, e.qg.
from deep inelastic neutrino scattering. A later experiment confirmed the effect in polarized
electron-proton scattering.

An experiment in 2004 measurégy for e~e~ cattering. This was done using electrons
of about 50 GeV primary energy from the SLAC linear accelerator in Stanford, USA, and
scattering them from a liquid hydrogen target. The experiment was able to distinguish
final-state electrons scattered from the atomic electrons from those scattered from protons.
Taking account of all sources of error, the measured valuewas= (—175+ 40) x 10°°
(note the exponent — parts per billion) and the experiment also yielded a valué éf;sin
consistent with other determinations. These remarkable experiments provide unambiguous
evidence for parity violation in ‘electromagnetic’ processes at the level predicted by theory
and hence for the electroweak unification as specified in the standard fhodel.

It should also in principle be possible to detect parity-violating effects in atomic physics,
where the electromagnetic interactions of the electrons dominate. For example, measure-
ments have been made of the slight change in the polarization angle of light passing through

27 All these experiments are of the fixed-target type, showing that this type of experiment still has a lot to offer.
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a vapour of metallic atoms. In this case the rotation angle is extremely sma0{’ rad),

but very sensitive experiments can measure the effect to an accuracl26f However,

to predict the size of the effects requires a detailed knowledge of the atomic theory of
the atom and in all cases to date the uncertainties in the predictions are such that a null
effect cannot be ruled out. Thus at present, atomic physics experiments do not compete
with those in particle physics in detecting parity-violating effects and measurigygin
although this could well change in the future.

Problems

6.1 Define charged and neutral current reactions in weak interactions and give an
example of each in symbol form. How do they differ in respect of conserva-
tion of the strangeness quantum number? Why does observation of the process
v, +€ — v, + e constitute unambiguous evidence for weak neutral currents,
whereas the observation af + e~ — ve + €~ does not?

6.2 The reactiorete” — p* ™ is studied using colliding beams each of energy 7 GeV
and at these energies the reaction is predominantly electromagnetic. Draw its lowest
order electromagnetic Feynman diagram. The differential cross-section is given by

ZHQ 2
do _ene (1+cos9),
dQ 4EE,,

whereEcy is the total centre-of-mass energy a@hd the scattering angle with respect

to the beam direction. Calculate the total cross-section in nanobarns at this energy.
The weak interaction also contributes to this process. Draw the corresponding

lowest-order Feynman diagram. The weak interaction ad@slditionalterm to the

differential cross-section of the form

do a?hec?
— ) = ——Cyk cosh.
aQ 4Egy,

The constanC,x may be determined experimentally by measuring the ‘forward-
backward’ asymmetry, defined by

OF — 0B
Arg = ————,
O + 0B

whereog(og) is the total cross-section for scattering in the forward (backward)
hemisphere, i.e. & cosd < 1(—1 < cosh < 0). Derive a relation betweed, x and
Ars.

6.3 Draw a Feynman diagram at the quark level for the detay> p + 7. If nature
were to double the weak coupling constant and decrease the mas¥btbeon by
a factor of four, what would be the effect on the decay i&t& — p+ 7 7)?
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6.4 Neglecting the electron mass, the energy spectrum for the electrons emitted in muon
decay is give by

do  2G% (m,c?)*EZ 4E,
dEe  (27)3(hc)® 3m,c2

What is the most probable energy for the electron? Draw a diagram showing the
orientation of the momenta of the three outgoing particles and their helicities for the
case wherEe ~ m,c2/2. Show also the helicity of the muon. Integrate the energy
spectrum to obtain an expression for the total decay width of the muon. Hence
calculate the muon lifetime in second&(/(hc)® = 1.166 x 10°° GeV?)

6.5 Use lepton universality and lepton-quark symmetry to estimate the branching ratios
for the decay® — ¢ + e~ + ve (Where theéb andc quarks are bound in hadrons) and
T~ — € + e + v;. Ignore final states that are Cabibbo-suppressed relative to the
lepton modes.

6.6 The couplings of the? to right-handed (R) and left-handed (L) fermions are given
by

or(f) = —qs sifbw, g(f) ==+1/2—q; Sirf 6w,

wheregs is the electric charge of the fermidin units ofeanddyy is the weak mixing
angle. The positive sign ig. is used for neutrinos and tlie= u, c, t quarks; the
negative sign is used for charged leptons andgtked, s, b quarks. If the partial
width for Z° — f T is given by
GeM3c® 2
L 374203 [gR(f)+gL(f)]’
calculate the partial widths to neutrinBs and togq pairsI'y and explain the relation
of I’y to the partial width to hadrorSpadron. ASSume Siffy = ;11.
The widths to hadrons and to charged leptons are measured to be
Ihadron = (17384 12) MeV andliepon = (250+ 2) MeV, and the total width to all
final states is measured to bg; = (2490+ 7) MeV. Use these experimental results
and your calculated value for the decay width to neutrinos to show that there are only
three generations of neutrinos with massgs< Mz /2.
6.7 Explain, with the aid of Feynman diagrams, why the de®y— K~ 4z~
can occur as a charged-current weak interaction at lowest order, but the decay
Dt — K%+ 7+ cannot.
6.8 Why is the decay rate of the charged pion much smaller than that of the neutral pion?
Draw Feynman diagrams to illustrate your answer.
6.9 Draw the lowest-order Feynman diagrams for the decays— u~ +v, and

K~ — u~ +7v,. Use lepton-quark symmetry and the Cabibbo hypothesis with the
Cabibbo angl®: = 13 to estimate the ratio

RateK~™ — pu™ +7v,)

R= ,
Ratef~ — u= +v,)

ignoring all kinematic and spin effects. Comment on your result.
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6.10 Estimate the ratio of decay rates

_(E" = n+4e +ve)
TTI(ET > Ad e+

6.11 One way of looking for the Higgs bosdt is in the reactiorete™ — Z°H. If this
reaction is studied at a centre-of-mass energy of 500 GeV in a collider operating
for 10’ s per year and the cross-section at this energy is 60 fb, what instantaneous
luminosity (in units of cn2s~1) would be needed to collect 2000 events in one year
if the detection efficiency is 10%? For a Higgs boson with mdgs< 120 GeV, the
branching ratio forH — bb is predicted to be 85%. Why will looking fdy quarks
help distinguisrete~ — Z°H from the background reactiete — z2°79?

6.12 Hadronic strangeness-changing weak decays approximately obey the% rule,

i.e. the total isospin changes Iéy'n the decay. By assuming a fictitious strangeness
zerol = % particleSin the initial state, find the prediction of this rule for the ratio

ME™ — A+7)

R .
['(E° - A +n0)

Assume that the stat&@®, S°) is an equal mixture of states with= 0 and| = 1.
6.13 The charged-current differential cross-sectionsifandv scattering from a spi@L
target are given by generalizations of Equations (6.44) and (6.47) and may be written
do€C(v) 1 G?Hs  do®C(v) _do CC( )
dy — xw (ho*’ dy
wheres = E2,,, y = %(1 — cosf) andH is the integral of the quark density for

the target (cf. Equation (6.50)). The corresponding cross-sections for neutral current
scattering are

doNC(v) B doCC(v) doNC(v) _ do€C(v)
dy — dy dy — dy
where the right and left-hand couplingsut@andd quarks are given by

(1-yy

[of + g&(1—¥)*]. [92(1—y)* + g&],

gL(u) = 3 — §sir’ 6w, gr(u) = —5sir 6w,
and
gL(d) = —1 + Lsirfow, gr(d) = Lsirow.
Derive expressions for the raties'¢(v) /o ©C(v) andoNC(v) /o €C(v) in the case of

an isoscalar target consisting of valencandd quarks only.

6.14 The lifetime r,, of the muon is given to a good approximation by Equation (7.61).
Use an analogous formula f8rmeson decay, ignoring phase space corrections and
the fact that the quarks are bound in the hadrons, to estimate the appropriate element
of the CKM matrix.

6.15 The amplitudes for the decaye2, — 7%7° may be written

M(KE — 7% = féﬁzM(z) _ @eisoMg)L’
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where the phase factors are due to the strong interaction between the final-state pions
and the labels (0,2) refer to the isospin of the state. [ = 1 is forbidden by Bose
statistic.) Use the relations

[K2) = N[(L+¢)|K®) = (L-¢)|K)]
and
[KQ) = N[(1+e) |K)+@—e) KO,

whereN = [2(1 + |¢|?]~Y2, to show that the ratigg defined in Equation (6.63)
may be written

noo%é‘—i\/ﬁ

T2 expl (52 - 3.
where

MIK® - (77)02] = Aoz
and by CPT invariance,

MI[K® = (z7)02] = A,

with A, <« Ag and whereAg may be taken as real. In deriving this result, you may
neglect second-order terms in the small quantiiaadA..
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Models and Theories
of Nuclear Physics

Nuclei are held together by the strong nuclear force between nucleons, so we start this
chapter by looking at the form of this, which is more complicated than that generated
by simple one-particle exchange. Much of the phenomenological evidence comes from
low-energy nucleon-nucleon scattering experiments that we will simply quote, but we will
interpret the results in terms of the fundamental strong interaction between quarks. The
rest of the chapter is devoted to various models and theories that are constructed to explain
nuclear data in particular domains.

7.1 The Nucleon-Nucleon Potential

The existence of stable nuclei implies that overall the net nucleon-nucleon force must be
attractiveand much stronger than the Coulomb force, although it cannot be attractive for all
separations, or otherwise nuclei would collapse in on themselves. So at very short ranges
there must be a repulsive core. However, the repulsive core can be ignored in low-energy
nuclear structure problems because low-energy particles cannot probe the short-distance
behaviour of the potential. In lowest order, the potential may be represented dominantly
by a central term (i.e. one that is a function only of the radial separation of the particles),
although there is also a smaller non-central part. We know from nucleon-nucleon scattering
experimentsthat the nucleon-nucleon forcesbort-range of the same order as the size of

the nucleus, and thus does not correspond to the exchange of gluons, as in the fundamental
strong interaction. A schematic diagram of the resulting potential is shown in Figure 7.1.

1 There are useful reviews in, for example: Chapter 4 of Krane (1988), Chapter 7 of Jelley (1990), and Chapter 14 of Hodgson,
Gadioli and Gadioli Erba (1997).

Nuclear and Particle Physics: An Introduction, Second EditioBrian R. Martin
© 2009 John Wiley & Sons, Ltd
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Figure 7.1 Idealized square well representation of the strong interaction nucleon-nucleon potential.
The distanceR is the range of the nuclear force ahiegk R is the distance at which the short-range
repulsion becomes important. The depthis approximately 40 MeV.

In practice of course the potential is smooth at the boundaries and the strong interaction
potential must be combined with the Coulomb potential in the case of protons.

A comparison ofnn and pp scattering data (after allowing for the Coulomb interac-
tion) shows that the nuclear force éharge-symmetri¢pp = nn) and almostcharge-
independentpp = nn = pn).2 As we have commented in Chapter 3, chasgemetry is
also seenin comparisons of the energy levels of mirror nuclei (see for example Figure 3.11)
and evidence for charge-independence comes from the energy levels of triplets of related
nuclei with the same values. Nucleon-nucleon forces are howesgn-dependeniThe
force between a proton and neutron in an overall spin-1 state (i.e. with spins parallel) is
strong enough to support a weakly bound state digteron, whereas the potential cor-
responding to the spin-0 state (i.e. spins antiparallel) has no bound states. Finally, nuclear
forcessaturate This describes that fact that a nucleon in a typical nucleus experiences
attractive interactions only with a limited number of the many other nucleons and is a
consequence of the short-range nature of the force. The evidence for this is the form of the
nuclear binding energy curve and was discussed in Section 2.3.1.

Ideally one would like to be able to interpret the nucleon-nucleon potential in terms of
the fundamental strong quark-quark interactions. It is not yet possible to give a complete
explanation along these lines, but it is possible to go some way in this direction. If we
draw an analogy with atomic and molecular structure, with quarks playing the role of
electrons, then possibilities are: an ionic-type bond, a van der Waals type of force, or a
covalent bond. The first can be ruled out because the confining forces are too strong to
permit a quark to be ‘lent’ from one nucleon to another and the second can also be ruled
out because the resulting two-gluon exchange is too weak. This leaves a covalent bond

2 For a discussion of these data see, for example, the references in footnote 1 and Chapters 2 and 3 of Bertulani (2007).

3 Recall from chemistry that in ionic bonding, electrons are permanently transferred between constituents to form positive and
negative ions that then bind by electrostatic attraction; the van der Waals force is generated by the attraction between temporary
charges induced on the constituents by virtue of slight movements of the electrons: and in covalent bonding the constituents share
electrons.
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due to the sharing of single quarks between the nucleons, analogous to the covalent bond
that binds the hydrogen molecule. However, nucleons have to remain ‘colourless’ during
this process and so the shared quark from one nucleon has to have the same colour as
the shared quark from the other nucleon. The effect of this is to reduce the effective force
(because there are three possible colour states) and by itself it is unable to explain the
depth of the observed potential. In addition to the three (valence) quarks within the nucleon
there are also present quark-antiquark pairs due to vacuum fluctuhtBreh pairs can

be colourless and so can also be shared between the nucleons. These quarks actually play
a greater role in generating the nuclear strong interaction than single quarks. The lightest
such diquarks will be pions and this exchange gives the largest contribution to the attractive
part of the nucleon-nucleon force. (See for example the Feynman diagram Figure 1.4(b).)

In principle, the short-range repulsion could be due to the exchange of heavier diquarks
(i.e. mesons), possibly also in different overall spin states. Experiment provides many
suitable meson candidates, in agreement with the predictions of the quark model, and
each exchange would give rise to a specific contribution to the overall nucleon-nucleon
potential by analogy with the Yukawa potential resulting from the exchange of a spin-0
meson, as discussed in Chapter 1. It is indeed possible to obtain excellent fits to nucleon-
nucleon scattering data in a model with several such excha&nfjess this approach can
yield a satisfactory potential model, but is semi-phenomenological only, as it requires
the couplings of each of the exchanged particles to be found by fitting nucleon-nucleon
scattering data. (The couplings that result broadly agree with values found from other
sources.) Boson-exchange models therefore cannot give a fundamental explanation of the
repulsion.

The reason for the repulsion at small separations in the quark model lies in the spin de-
pendence of the quark-quark strong interaction, which like the phenomenological nucleon-
nucleon interaction, is strongly spin-dependent. We have discussed this in the context of
calculating hadron masses in Section 3.3.3. When the two nucleons are very close, the
wavefunction is effectively that for a 6-quark system with zero angular momentum be-
tween the quarks, i.e. a symmetric spatial wave function. Since the colour wave function is
antisymmetric, (recall the discussion of Chapter 5), it follows that the spin wavefunction is
symmetric. However, the potential energy increases if all the quarks remain inthe
state with spins aligne¥lThe two-nucleon system will try to minimize its ‘chromomag-
netic’ energy, but this will compete with the need to have a symmetric spin wavefunction.
The optimum configuration at small separations is when one pair of quarks id.in-ah
state, although the excitation energy is comparable to the decrease in chromomagnetic
energy, so there will still be a net increase in energy at small separations.

Some tantalizing clues exist about the role of the quark-gluon interaction in nuclear
interactions, such as the small nuclear effects in deep inelastic lepton scattering mentioned
in Section 5.8.3. There is also a considerable experimental programme in existence (for
example at CEBAF, the superconducting accelerator facility at the Jefferson Laboratory,

4 These are the ‘sea’ quarks mentioned in connection with the quark model in Chapter 3 and which are probed in deep inelastic
lepton scattering that was discussed in Chapter 5.

5 This approach is discussed in, for example, Chapter 3 of Cottingham and Greenwood (2001), Chapter 3 of Bertulani (2007) and
also in the references quoted in footnote 1.

6 Compare the mass of thg(1232) resonance, where all three quarks spins are aligned, to that of the lighter nucleon, where one
pair of quarks spins is anti-aligned to give a total spin of zero. This was discussed in detail in Section 3.3.3.
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Figure 7.2 Proton and neutron potentials and states in the Fermi gas model.

Virginia, USA, mentioned in Chapter 4) to learn more about the nature of the strong
nucleon-nucleon force in terms of the fundamental quark-gluon strong interaction and
further progress in this area may well result in the near future. Meanwhile, in the absence
of a fundamental theory to describe the nuclear force, specific models and theories are used
to interpret the phenomena in different areas of nuclear physics. In the remainder of this
chapter we will discuss a number of such approaches.

7.2 Fermi Gas Model

In this model, the protons and neutrons that make up the nucleus are assumed to comprise
two independent systems of nucleons, each freely moving inside the nuclear volume
subject to the constraints of the Pauli principle. The potential felt by every nucleon is
the superposition of the potentials due to all the other nucleons. This is assumed to be
a finite-depth square well, modified by the Coulomb potential in the case of protons. A
sketch of the potential wells for neutrons and protons is shown in Figure 7.2.

For a given ground state nucleus, the energy levels will fill up from the bottom of the
well. The energy of the highest level that is completely filled is calledRéreni levelof
energyEr and has a momentupe = (2M Eg)Y2, whereM is the mass of the nucleon.
Within the volumeV, the number of states with a momentum betwgesnd p + dp is
given by thedensity of states factor

(7.1)

4V
n(p)dp = ——=3p*dp,

(27h)
which is derived in Appendix A. Since every state can contain two fermions of the same
species,

PF

n= 2/ n(p)dp (7.2a)

0
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and so the numbers of neutrons and protons are given by

v (pt)’ v (pE)’
N = and Z = , 7.2b
3n2h® 37%h® ( )
respectively, with a nuclear volume
4 4
V=-7R=_7RA 7.

where experimentallR, = 1.21 fm, as we have seen from electron and hadron scattering
experiments discussed in Section 2.2. Assuming for the moment that the depths of the
neutron and proton wells are the same, we find for a nucleus vithN = A/2, the

Fermi momentum

R /o \Y3
PF =P =Pf= R (?> ~ 250 MeV/c. (7.4)
Thus the nucleons move freely within the nucleus with quite large momenta.
The Fermi energy is
p2

Er = ﬁ ~ 33 MeV. (7.5)
The difference between the top of the well and the Fermi level is constant for most heavy
nuclei and is just the average binding energy per nucBea B/A =7 — 8 MeV. The

depth of the potential and the Fermi energy are to a good approximation independent of
the mass numbek:

Vo = Er + B~ 40MeV. (7.6)

Heavy nuclei generally have a surplus of neutrons. Since the Fermi levels of the protons
and neutrons in a stable nucleus have to be equal (otherwise the nucleus can become more
stable bys decay) this implies that the depth of the potential well for the neutron gas has to
be deeper than for the proton gas, as shown in Figure 7.2. Protons are therefore on average
less tightly bound in nuclei than are neutrons.

We can use the Fermi gas model to give a theoretical expression for some of the
dependence of the binding energy on the surplus of neutrons, as follows. Firstly we define
the average kinetic energy per nucleon as

Pr Pr -1
<Ekm>z[/o Ekinpzdpi||:/0 pzdp} . (7.7)

Evaluating the integrals gives
(Exin) = =M ~ 20 MeV. (7.8)
The total kinetic energy of the nucleus is then

3
En(N. 2) = N(Ex) + Z(Ep) = 7o [N (pR)" + 2 (p2)"] (7.9)
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which may be re-expressed as

Ewn(N, Z) =

2/3
3 ﬁz<97r> [N5/3+Z5/3] (7.10)

1M R2 \ 4 JE

where again we have taken the radii of the proton and neutron wells to be equal. This
expression is for fixed but varyingN and has a minimum atl = Z. Hence the binding
energy gets smaller fad # Z. If we set

N=(A+A)/2 and Z=(A—A)/2

whereA = N — Z, and expand (7.10) as a power seriedinA, we obtain

3 R? [9n\*? 5(N — Z)2
Ekin(N,Z):m%(g) [A~|— §%+...}, (7.12)
which gives the dependence on the neutron excess. The first term contributes to the volume
termin the semi-empirical mass formula (SEMF), while the second describes the correction
that results from havin§l # Z. This is a contribution to the asymmetry term we have met
before in the SEMF and grows as the square of the neutron excess. Evaluating this term
from (7.11) shows that its contribution to the asymmetry coefficient defined in (2.54) is
about 44 MeV/&, compared to the empirical value of about 93 Meégven in (2.57). In
practice, to reproduce the actual term in the SEMF accurately we would have to take into
account the change in the potential energyNog Z.

7.3 Shell Model

The nuclear shell model is based on the analogous model for the orbital structure of atomic
electrons in atoms. In some areas it gives more detailed predictions than the Fermi gas
model and it can also address questions that the latter cannot. Firstly, we recap the main
features of the atomic case.

7.3.1 Shell Structure of Atoms

The binding energy of electrons in atoms is due primarily to the central Coulomb potential.
This is a complicated problem to solve in general because in a multi-electron atom we have
to take account of not only the Coulomb field of the nucleus, but also the fields of all the
other electrons. Analytic solutions are not usually possible. However, many of the general
features of the simplest case of hydrogen carry over to more complicated cases, so it is
worth recalling the former.

Atomic energy levels are characterized by a quantum numbed, 2, 3, 4, .. .. called
the principal quantum numberThis is defined so that it determines the energy of the
system’. For anyn there are energy-degenerate levels vdthital angular momentum

7 In nuclear physics we are not dealing with the same simple Coulomb potential, so it would be betten theeddial node
gquantum numbeias it still determines the form of the radial part of the wave function.
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guantum numbergiven by
1=0,1,23,...,(n—1), (7.12)

which follows from the form of the Coulomb potential; and for any valué¢ tfere are
(21 4+ 1) sub-states with different values of the projection of orbital angular momentum
along any chosen axis (tmeagnetic quantum number

m=—l,—1+1,...,0,1,....1 —1,1. (7.13)

Due to the rotational symmetry of the Coulomb potential, all such sub-states are degenerate
in energy. Furthermore, since electrons have %p&mch of the above states can be occupied

by an electron with spin ‘up’ or ‘down’, corresponding to thgin-projection quantum
number

ms = +1. (7.14)

Again, both these states will have the same energy. So finally, any energy eigenstate in the
hydrogen atom is labeled by the quantum numbers, (n,, ms) and for anyn, there will
beny degenerate energy states, where

n-1
ng=2» (2 +1)=2n% (7.15)

1=0
The high degree of degeneracy can be broken if there is a preferred direction in space,
such as that supplied by a magnetic field, in which case the energy levels could depend
on m; andms. One such interaction is the spin-orbit coupling, which is the interaction
between the magnetic moment of the electron (due to its spin) and the magnetic field due
to the motion of the nucleus (in the electron rest frame). This leads to corrections to the
energy levels calletine structurethe size of which is determined by the electromagnetic
fine structure constant.

In atomic physics, the fine-structure corrections are small and so if we ignore them for
the moment, in hydrogen we would have a system with electron orbits corresponding to
shells of a givem, with each shell having degenerate sub-shells specified by the orbital
angular momentunh. Going beyond hydrogen, we can introduce the electron-electron
Coulomb interaction. This leads to a splitting in any energy leagcording to thé value.

The degeneracies m; and my are unchanged. It is straightforward to see that if a shell or
sub-shell is filled, then we have

> mg=0 and Y m =0, (7.16)

i.e. there is a strong pairing effect for closed shells. In these cases it can be shown that the
Pauli principle implies

L=S=0 and J=L+S=0. (7.17)

For any atom with a closed shell or a closed sub-shell structure, the electrons are paired
off and thus no valence electrons are available. Such atoms are therefore chemically inert.
It is straightforward to work out the atomic numbers at which this occurs. These are

Z = 2,10, 18, 36, 54. (7.18)
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Figure 7.3 Binding energy per nucleon for even values/fThe solid curve is the fit from the
semi-empirical mass formula. (From Bohr and Mottelson (1969)).

For example, the inert gas argon Zr& 18) has closed shells correspondingite: 1, 2
and closed sub-shells correspondingute: 3,1 = 0, 1. These values of are called the
atomic magic numbers

7.3.2 Nuclear Magic Numbers

In nuclear physics, there is also evidence for magic numbers, i.e. valiésaofl N at
which the nuclear binding is particularly strong. This can been seen frofd tAecurves
of Figure 2.8, where at certain valuesifandZ the data lie above the SEMF curve. This
is also shown in Figure 7.3, where the inset shows the foregion magnified. (The figure
only shows results for even values of the mass numbgr

Thenuclear magic numberare found from experiment to be

N = 2,8, 20, 28,50, 82, 126

Z =2,8,20,28 50,82 (7.19)
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and correspond to one or more closed shells, plus 8 nucleons fillirgjatheé p subshells

of a nuclei with a particular value of. Nuclei with bothN and Z having one of these
values are calledoubly magi¢cand have even greater stability. An example is the helium
nucleus, thex particle.

Shell structure is also suggested by a number of other phenomena. For example: ‘magic’
nuclei have many more stable isotopes than other nuclei; they have very small electric
quadrupole moments, which means they are almost spherical, the most tightly bound
shape; neutron capture cross-sections show sharp drops compared to neighbouring nuclei;
and at magic numbers there are sharp changes in nucleon separation energies. However, to
proceed further we need to know something about the effective potential.

A simple Coulomb potential is clearly not appropriate and we need some form that
describes the effective potential of all the other nucleons. Since the strong nuclear force is
short-ranged we would expect the potential to follow the form of the density distribution of
nucleons in the nucleus. For medium and heavy nuclei, we have seen in Chapter 2 that the
Fermi distribution fits the data and the corresponding potential is called/tioels-Saxon
form

VA
1+ er—R)/a’

whereVy, R anda are constants. However, although these potentials can be shown to offer
an explanation for the lowest magic numbers, they do not work for the higher ones. This is
true of all purely central potentials.

The crucial step in understanding the origin of the magic numbers was taken in 1949 by
Mayer and Jensen who suggested that by analogy with atomic physics there should also be
a spin-orbit term in the potential, so that the total potential is

Viotal = Veentral(r) + Mis(r)(L - 9), (7.21)

whereL andS are the orbital and spin angular momentum operators for a single nucleon
andVis(r) is an arbitrary function of the radial coordin&t&his form for the total potential

is the same as used in atomic physics except for the presence of the figlignOnce

we have coupling betwednandSthenm, andmg are no longer ‘good’ quantum numbers
and we have to work with eigenstates of the total angular momentum \Eatefined by

J =L + S. Squaring this, we have

Veentralr) = (7.20)

P=L24+S4+2L-5S (7.22)
ie.
L-S=10*-L%-9) (7.23)
and hence the expectation valueLof S, which we write agls), is
h? 1/2 forj =1 +3
Is) = —[j(j +1)—1( + 1) —s(s+ 1)] =R? 2. (724
1) =00+ D10+ D=s+ D= T o1 729

8 For their work on the shell structure of nuclei, Maria Goeppert-Mayer and J. Hans Jensen were awarded a half share of the 1963
Nobel Prize in Physics.
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Figure 7.4 Low-lying energy levels in a single-particle shell model using a Woods-Saxon potential
plus spin-orbit term. The integers in boxes correspond to nuclear magic numbers.

(We are always dealing with a single nucleon, so that %.) The splitting between the
two levels is thus

2 +1
AE)s = THZ Ms) . (7.25)

Experimentally, itis found tha¥s(r ) is negative, which means that the state vyita | + %
has a lower energy than the state wjite= | — % This is opposite to the situation in atoms.
Also, the splittings are substantial and increase linearly litence for highek, crossings
between levels can occur. Namely, for largethe splitting of any two neighbouring
degenerate levels can shift the=| — % state of the initial lower level to lie above the
=+ % level of the previously higher level.

An example of the resulting splittings up to the 2d state is shown in Figure 7.4, where
the usual atomic spectroscopic notation has been used, i.e. levels are whjtteith
s, p,d, f,g,...usedfol =0, 1, 2, 3, 4, ... Magic numbers occur when there are partic-
ularly large gaps between groups of levels. Note that there is no restriction on the values
of | for a givenn, because unlike the atomic case, the strong nuclear potential is not
Coulomb-like.

The configurationof a real nuclide (which of course has both neutrons and protons)
describes the filling of its energy levels (sub-shells), for protons and for neutrons, in order,
with the notationgl;)* for each sub-shell, wheteis the occupancy of the given sub-shell.
Sometimes, for brevity, the completely filled sub-shells are not listed, and if the highest
sub-shell is nearly filledk can be given as a negative number, indicating how far from
being filled that sub-shell is. Using the ordering diagram above, and remembering that the
maximum occupancy of each sub-shell js 1, we predict, for example, the configuration
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for 120 to be:
(11/2)*(1p32)*(1py2)®  for the protons (7.26a)
and
(151/2)2(1p3/2)*(1p1/2)*(1ds2)*  for the neutrons (7.26b)

Notice that all the proton sub-shells are filled, and that all the neutrons are in filled sub-
shells except for the last one, which is in a sub-shell on its own. Most of the ground state
properties oflgo can therefore be found from just stating the neutron configuration as
(1ds/2)*.

7.3.3 Spins, Parities and Magnetic Dipole Moments

The nuclear shell model can be used to make predictions abouwpihe of ground
states. A filled sub-shell must have zero total angular momentum, beiceugigvays an
integer-plus-a-half, so the occupancy of the sub-sh¢lh-2, is always an even number.
This means that in a filled sub-shell, for each nucleon of a giwp= j.) there is another
having the oppositen;. Thus the pair have a combined; of zero and so the complete
sub-shell will also have zerm;. Since this is true whatever axis we choose Zpthe

total angular momentum must also be zero. Since magic-number nuclides have closed
sub-shells, such nuclides are predicted to have zero contribution to the nuclear spin from
the neutrons or protons or both, whichever are magic numbers. Hence AfagigicN

nuclei are predicted to have zero nuclear spin. This is indeed found to be the case
experimentally.

In fact it is found thagll evenZ/evenN nuclei have zero nuclear spin. We can therefore
make the hypothesis that for ground-state nuclei, pairs of neutrons and pairs of protons
in a given sub-shelhlwayscouple to give a combined angular momentum of zero, even
when the sub-shell is not filled. This is called {heiring hypothesiswWe can now see why
it is the last proton and/or last neutron that determines the net nuclear spin, because these
are the only ones that may not be paired up. In Addiclides there is only one unpaired
nucleon, so we can predict precisely what the nuclear spin will be by referring to the filling
diagram, Figure 7.4. For eveh-odd-Z/odd-N nuclides however, we will have both an
unpaired proton and an unpaired neutron. We cannot then make a precise prediction about
the net spin because of the vectorial way that angular momenta combine; all we can say is
that the nuclear spin will lie in the rang@, — jn| to (jp + jn)-

Predictions can also be made about nugbeaities. Firstly recall the following properties
of parity from Chapter 1: (i) parity is the transformatior> —r; (ii) the wavefunction of
a single-particle quantum state will contain an angular part proportional to the spherical
harmonicY,™(¢, ¢), and under the parity transformation

PY™(©. ¢) = (-) Y"(0. ¢); (7.27)

(i) a single-particle state will also have antrinsic parity, which for nucleons is de-
fined to be positive. Thus the parity of a single-particle nucleon state depends exclusively
on the orbital angular momentum quantum number VAte= (—1)'. The total parity of

a multiparticle state is thproduct of the parities of the individual particles. A pair of
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nucleons with the samlewill therefore always have a combined parity-pfl. The pair-

ing hypothesis then tells us that the total parity of a nucleus is found from the product
of the parities of the last proton and the last neutron. So we can predict the parity of
any nuclide, including the odd/odd ones and these predictions are in agreement with
experiment.

Unless the nuclear spin is zero, we expect nuclei to maagnetic (dipole) moments
since both the proton and the neutron have intrinsic magnetic moments, and the proton is
electrically charged, so it can produce a magnetic moment when it has orbital motion. The
shell model can make predictions about these moments. Using a notation similar to that
used in atomic physics, we can write the nuclear magnetic moment as

w=0jiun, (7.28)

where uy is the nuclear magnetoithat was used in the discussion of hadron magnetic
moments in Section 3.3.3); is the Landcé g-factorand j is the nuclear spin quantum
number. For brevity we can write simply = g; j nuclear magnetons.

We will find that the shell model does not give very accurate predictions for mag-
netic moments, even for the even-odd nuclei where there is only a single unpaired
nucleon in the ground state. We will not therefore consider at all the much more
problematic case of the odd-odd nuclei having an unpaired proton and an unpaired
neutron.

For the even-odd nuclei, we would expect all the paired nucleons to contribute zero
net magnetic moment, for the same reason that they do not contribute to the nuclear
spin. Predicting the nuclear magnetic moment is then a matter of finding the correct way
to combine the orbital and intrinsic components of the magnetic moment of the single
unpaired nucleon. We need to combine the spin component of the mogggntith the
orbital componentgl (wheregs and g are the g-factors for spin and orbital angular
momentum.) to give the total momegjtj. The general formula for doing this’is

G+ +10+1)—s(s+1) G+ —10+1)+s(s+1)

| = — — , 7.29

I 2j(j +1) ' 2j(j +1) % (729)
which simplifies considerably because we always havel + % Thus

jgi=0al+gy/2 forj=1+3 (7.30a)

and

. . 1 . 1 . 1
19j = Q] <1+ m) —0Os) <m> forj =1— 5- (7.30b)

Sinceg, = 1 for a proton and O for a neutron, agglis approximately5.6 for the proton
and —3.8 for the neutron, (7.30) yields the results (whge, is the g-factor for nuclei

9 See, for example, Section 6.6 of Enge (1966).
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with an odd proton(neutron), respectively):

jgp=!+1x56=j+23 forj =1+ 3

. : 1 (1 23] :
=j(1+-—)-56 ——)=j—-—— forj=1-1

J 9p J<+2I+l> XJ<2|+1> ] 1 or j 5

. _ (7.31)

jgn=-2x38=-19 forj=1+3

. (1 1.9j ,
=38 )= forj=1-1

1 9n XJ<2|+1> i1 or | 2

Accurate values of magnetic dipole moments are available for a wide range of nuclei
and plots of a sample of measured values for a range ofZoadd oddN nuclei across
the whole periodic table are shown in Figure 7.5. It is seen that for a gitea measured
moments usually lie somewhere between the | — % and thej =1 + % values (the so-
calledSchmidt line}s but beyond that the model does not predict the moments accurately.
The only exceptions are a few lodvnuclei where the numbers of nucleons are close to
magic values.

Why should the shell model work so well when predicting nuclear spins and parities,
but be poor for magnetic moments? There are several likely problem areas, including the
possibility that protons and neutrons inside nuclei may have effective intrinsic magnetic
moments that are different to their free-particle values, because of their very close proximity
to one another and the interactions that this induces.

7.3.4 Excited States

In principle, the shell model’'s energy level structure can be used to predict nuclear excited
states. This works quite well for the first one or two excited states when there is only
one possible configuration of the nucleus. But for higher states the situation becomes very
complicated because several nucleons can be excited simultaneously into a superposition
of many different configurations to produce a given nuclear spin and parity. In some cases
it may be necessary to take account of the quantum numbers of all nucleons in unfilled
shells. When trying to predict the first one or two excited states using a filling diagram
like Figure 7.4, we are looking for the configuration that is nearest to the ground state
configuration. This will normally involveither moving an unpaired nucleon to the next
highest levelpr moving a nucleon from the sub-shell below the unpaired nucleon up one
level to pair with it. Thus it is necessary to consider levels just above and below the last
nucleons (protons and neutrons).

As an example, consider the casef. Its ground-state configuration is given in (7.26).
All the proton sub-shells are filled, and all the neutrons are in filled sub-shells except for
the last one, which is in a sub-shell on its own. There are three possibilities to consider for
the first excited state:

1. promote one of thef» protons to /2, giving a configuration of (for/2) ~(1ds/2)*,
where the superscriptl means that the shell is one particle short of being filled;
2. promote one of thepk , neutrons to s, giving a configuration of (fby2) ~*(1ds/2)?;
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Figure 7.5 Magnetic moments for odtl evenZ nuclei (upper diagram) and odtl-evenN (lower
diagram) as functions of nuclear spin compared to the predictions of the single-particle shell model
(the Schmidt lines).

3. promote theds,, neutron to the next level, which is probabls; 2 (or the nearby ds),),
giving a configuration of (4,2)* or (1ds/2)*.

Following the diagram of Figure 7.4, the third of these possibilities would correspond to
the smallest energy shift, so it should be favoured over the others. The next excited state
might involve moving the last neutron up a further level ¢34, or putting it back where it

was and adopting configurations (1) or (2). Option (2) is favoured over (1) because it keeps
the excited neutron paired with another, which should have a slightly lower energy than
creating two unpaired protons. Comparison of these predictions with the observed excited
levels, shows that the expected excited states do exist, but not necessarily in precisely the
order predicted.
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The shell model has many limitations, most of which can be traced to its fundamental
assumption that the nucleons move independently of one another in a spherically symmetric
potential. The latter, for example, is only true for nuclei that are close to having doubly
filled magnetic shells and predicts zero electric quadruple moments, whereas in practice
many nuclei are deformed and quadruple moments are often substantial. We discuss this
important observation in the next section.

7.4 Non-Spherical Nuclei

So far we have discussed only spherical nuclei, but with nonsphericity new phenomena are
allowed, including additional modes of excitation and the possibility of nonzero electric
guadrupole moments.

7.4.1 Electric Quadrupole Moments

The charge distribution in a nucleus is described in terms of electric multipole moments and
follows from the ideas of classical electrostatics. If we have a localized classical charge
distribution with charge density(r), then the first moment that can be nonzero is the
electric quadrupol®,'© defined by

eQ= / o()(3Z% —r?) d°r, (7.32)

where we have taken the axis of symmetry to bezlaeis. The analogous definition in
quantum theory is

eQ= Z/w*qi (322 —r?) y o, (7.33)

whereys is the nuclear wavefunction and the sum is over all relevant nucleons, each with
chargeg; . The quadrupole moment is zero if the charge distributiofydf, is spherically
symmetric and so a nonzero value Qfwould be indicative of a nonspherical nuclear
charge distribution. For example, evaluation of (7.32) using a classical ellipsoidal charge
distribution with semi-axes defined as in Figure 2.17, leads to the tesult

Qintrinsic = %Z (az - bz), (7.34)

where Qintrinsic IS the value of the quadrupole moment for an ellipsoid at restZaid its
total charge. For small deformations,

Qintrinsic ~ gZ Rle, (7.35)

10 The electric dipole moment (EDM)
1
d, == *Gizy dr
.= Ei / vraGizy

will effectively vanish because it contains a sum of terms of the fagmz | ), all of which are zero by parity conservation.

This ignores the very small weak interaction component of nucleon interactions that violates parity. The possibility of measuring
EDMs is discussed further in Section 9.2.4.

11 See Problem 7.5.
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Figure 7.6 Shapes of nuclei leading to (& > 0 (prolate) and (b}Q < 0 (oblate).

wheree is defined in Equation (2.83) and is the nuclear radius. Thus, for a prolate
distribution @ > b), Q > 0 and for an oblate distributiom(< b), Q < 0, as illustrated in
Figure 7.6. The same results hold in the quantum case.

If the nucleus has spid and magnetic quantum numbigt, then Q will depend onM
because it depends on the shape and hence the orientation of the charge distribution. The
guadrupole moment is then defined as the valu® &r which M has its maximum value
projected along the axis. This may be evaluated from (7.33) in the single-particle shell
model and without proof we state the resulting prediction that forAdsidZ nuclei with
a single proton having a total angular momgautside closed sub-shells, the value(@f
is given by

Q~ _p@ D
2(+1)
Thus,Q =0 for j = % For oddA, oddN nuclei with a single neutron outside closed
sub-shellsQ is predicted to be zero because the neutron has zero electric charge, as will
all evenZ, oddN nuclei because of the pairing effect.

Unlike magnetic dipole moments, electric quadrupole moments are not always well
measured and the quoted experimental errors are often larger than the differences between
the values obtained in different experiments. Significant corrections also need to be made to
the data to extract reliable quadrupole moment and this is not always done. The compilation
of electric quadrupole moment data shown in Figure 7.7 is therefore representative. The
solid lines are simply to guide the eye and have no theoretical significance. The arrows
indicate the positions of major closed shells. A change of sigQ ait these points is
expected because a nucleus with one proton less than a closed shell behaves like a closed
shell nucleus with a negatively charged proton (a proton hole) and there is some evidence
for this in the data.

Two features emerge from this diagram. Firstly, while @dgaddZ nuclei with only a
few nucleons outside a closed shell do have moments of erBé&rin general the measured
moments are larger by factors of 2-3 and for some nuclei the discrepancy can be as large
as a factor of 10. Secondly, odg-odd-N nuclei also have nonzero moments, contrary to
expectations and moreover there is little difference between these and the moments for odd-
A, oddZ nuclei, except that the former tend to be somewhat smaller. These results strongly
suggest that for some nuclei it is not a good approximation to assume spherical symmetry
and that these nuclei must be considered to have non-spherical mass distributions.

The first attempt to explain the measured electric quadrupole moments in terms of non-
spherical nuclei was due to Rainwater. His approach can be understood using the model we

(7.36)
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discussed in Chapter 2 when considering fission and used above to derive the results (7.34)
and (7.35). There the sphere was deformed into an ellipsoid (see Figure 2.17) with axes
parameterized in terms of a small parameteia Equation (2.83). The resulting change

in the binding energy\ Eg was found in Chapter 2 to be

AEg = —ag?, (7.37)
where
a =1 (2aA?® — a2 A7) (7.38)

and the coefficientss anda, are those of the SEMF with numerical values given in
Equation (2.57). Rainwater assumed that this expression only held for closed-shell nuclei,
but not for nuclei with nucleons in unfilled shells. In the latter cases he showed that
distortion gives rise to an additional termAEg that is linear ire, so that the total change

in binding energy is

AEg = —ae® — Be, (7.39)

whereg is a parameter that could be calculated from the Fermi energy of the nucleus. This
form has a minimum valug?/4a whene = —B/20. The ground state would therefore be
deformed and not spherical.
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The quantityQ above is the observed quadrupole moment, relative to soaxés in
space. We can also define an intrinsic moment, relative to the axis of symmetry of the
deformed nucleus, such as given by Equation (7.35). A qguantum calculation shows that in
the ground state these are related by

J(2J - 1) Qriing
(J + 1)(2J + 3) intrinsic»
wherel is the total nuclear spin. This model gives values@ahat are of the correct sign,
but overestimates them by typically a factor of 2. Refined variants of the model are capable

of bringing the predictions into agreement with the data by making better estimates of the
parametep.

Q= (7.40)

7.4.2 Collective Model

The Rainwater model is equivalent to assumingsphericaliquid drop andA. Bohr (the

son of Niels Bohr) and Mottelson showed that many properties of heavy nuclei could be
ascribed to the surface motion of such a drop. However, the single-particle shell model
cannot be abandoned because it explains many general features of nuclear structure. The
problem was therefore to reconcile the shell model with the liquid drop model. The outcome

is thecollective modet?

This model views the nucleus as having a hard core of nucleons in filled shells, as in
the shell model, with outer valence nucleons that behave like the surface molecules of a
liquid drop. The motions of the latter introduce nonsphericity in the core that in turn causes
the quantum states of the valence nucleons to change from the unperturbed states of the
shell model. Such a nucleus can both rotate and vibrate and these new degrees of freedom
give rise to rotational and vibrational energy levels. For example, the rotational levels are
given byE; = J(J + 1)h?/21, wherel is the moment of inertia and is the spin of the
nucleus. The predictions of this simple model are quite good for sinallit overestimate
the energies for larget. Vibrational modes are due predominantlysteape oscillations
where the nucleus oscillates between prolate and oblate ellipsoids. Radial oscillations are
much rarer because nuclear matter is relatively incompressible. The energy levels are well
approximated by a simple harmonic oscillator potential with spadifg= hw, where
w is the oscillator frequency. In practice, the energy levels of deformed nuclei are very
complicated, because there is often coupling between the various modes of excitation, but
nevertheless many predictions of the collective model are confirmed experiméhtally.

7.5 Summary of Nuclear Structure Models

The shell model is based upon the idea that the constituent parts of a nucleus move indepen-
dently. The liquid drop model implies just the opposite, since in a drop of incompressible
liquid, the motion of any constituent part is correlated with the motion of all the neighbour-
ing pairs. This emphasizes thadelsin physics have a limited domain of applicability

12 For their development of the collective modé.l,Bohr, Ben Mottelson and Leo Rainwater shared the 1975 Nobel Prize in
Physics.

13 The details are discussed, for example, in Section 2.3 of Jelley (1990) and Chapter 17 of Hodgson, Gadioli and Gadioli Erba
(1997).
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and may be unsuitable if applied to a different set of phenomena. As knowledge evolves,
it is natural to try and incorporate more phenomena by modifying the model to become
more general, until (hopefully) we have a model with firm theoretical underpinning that
describes a very wide range of phenomena, iteeary The collective model, which uses
the ideas of both the shell and liquid drop models, is a step in this direction.

We will conclude this part of the chapter with a very brief summary of the assumptions
of each of the nuclear models we have discussed and what each can tell us about nuclear
structure.

Liquid drop model This model assumes that all nuclei have similar mass densities, with
binding energies approximately proportional to their masses, just as in a classical charged
liquid drop. The model leads to the SEMF, which gives a good description of the average
masses and binding energies. It is largely classical, with some quantum mechanical terms
(the asymmetry and pairing terms) inserted in an ad hoc way. Input from experiment is
needed to determine the coefficients of the SEMF.

Fermi gas modelThe assumption here is that nucleons move independently in a net
nuclear potential. The model uses quantum statistics of a Fermi gas to predict the depth of
the potential and the asymmetry term of the SEMF.

Shell modelThis is a fully quantum mechanical model that solves the &tihger equation

with a specific spherical nuclear potential. It makes the same assumptions as the Fermi gas
model about the potential, but with the addition of a strong spin-orbit term. It is able to
successfully predict nuclear magic numbers, spins and parities of ground state nuclei and
the pairing term of the SEMF. It is less successful in predicting magnetic moments.

Collective modelThis is also a fully quantum mechanical model, but in this case the
potential is allowed to undergo deformations from the strictly spherical form used in the
shellmodel. The resultis that the model can predict magnetic dipole and electric quadrupole
magnetic moments with some success. Additional modes of excitation, both vibrational
and rotational, are possible and are generally confirmed by experiment.

It is clear from the above that there is at present no universal nuclear model. What we
currently have is a number of models and theories that have limited domains of applicability
and even within which they are not always able to explain all the observations. For example,
the shell model, while able to give a convincing account of the spins and parities of
the ground states of nuclei, is unable to predict the spins of excited states with any real
confidence. And of course the shell model has absolutely nothing to say about whole areas of
nuclear physics phenomena. Some attempt has been made to combine features of different
models, such as is done in the collective model, with some success. A more fundamental
theory will require the full apparatus of many-body theory applied to interacting nucleons
and some progress has been made in this direction for light nuclei, as we will mention in
Chapter 9. A theory based on interacting quarks is a more distant goal.

7.6 o Decay

To discuss alpha decays, we could return to the semiempirical mass formula of Chapter 2
and by taking partial derivatives with respectAoand Z find the limits of« stability,
but the result is not very illuminating. To get a very rough idea of the stability criteria,
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we can write the SEMF in terms of the binding ene®)yThenw decay is energetically
allowed if

B(2,4) > B(Z, A) — B(Z — 2, A—4). (7.41)

If we now make theapproximationthat the line of stability isZ = N (the actual line of
stability deviates from this, see Figure 2.12), then there is only one independent variable.
If we take this to beA, then

B(2.4)> B(Z.A)— B(Z 2. A— 4)~ 43—/3, (7.42)

and we can write

(7.43)

4— =4
dA dA A

From the plot o8/ A (Figure 2.8), we have &/ A)/dA ~ —7.7 x 10~2 MeV for A > 120
and we also know thaB (2, 4) = 28.3 MeV, so we have

283~ 4(B/A—7.7x 103 A), (7.44)

dB [Ad(B/A) N E]'

which is a straight line on th8/ A versusA plot which cuts the plot aA ~ 151. Above
this value of A the inequality (7.41) is satisfied by most nuclei andlecay becomes
energetically possible.

Lifetimes of« emitters span an enormous range, and examples are known from 10 ns
to 10" yrs. The origin of this large spread lies in the quantum mechanical phenomenon
of tunelling Individual protons and neutrons have binding energies in nuclei of about 7—
8 MeV, even in heavy nuclei (see Figure 2.8), and so cannot in general escape. However,
a bound group of nucleons can sometimes escape because its binding energy increases the
total energy available for the process. In practice, the most significant decay process of this
type is the emission of am particle, because unlike systems of 2 and 3 nucleons it is very
strongly bound by 7 MeYnucleon. Figure 7.8 shows the potential energy ok garticle
as a function of , its distance from the centre of the nucleus.

V(r)

~
@

R/ Ic r

v, =27 21
r

Figure 7.8 Schematic diagram of the potential energy obaparticle as a function of its distance
r from the centre of the nucleus.
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Beyond the range of the nuclear forece> R, the o patrticle feels only the Coulomb
potential

Ve(r) = ZZ:‘HC, (7.45)

where we now usé& to be the atomic number of ttdaughternucleus. Within the range
of the nuclear force, < R, the strong nuclear potential prevails, with its strength charac-
terized by the depth of the well. Since tagarticle can escape from the nuclear potential,
this implies thate, > 0. It is this energy that is released in the decay. Unkgsss larger
than the Coulomb barrier (in which case the decay would be so fast as to be unobservable)
the only way thex particle can escape is by quantum mechanical tunelling through the
barrier.

The probabilityT for transmission through a barrier of heightand thicknesgar by a
particle of massnwith energyE, is given approximately by

T~ e A8 (7.46)

wherehk = (2m|V¢e — E,|)Y/2. Using this result, we can model the Coulomb barrier as a
succession of thin barriers of varying height. The overall transmission probability is then

T=e6, (7.47)

where theGamow factor Gs
2 f
G= ﬁ/[2m|v¢(r) — E,[]Y?dr, (7.48)
R

with g = v/c andu is the velocity of the emitted particlé. This assumes that the orbital
angular momentum of the particle is zero, i.e. we ignore possible centrifugal barrier
correctionst® Sincerc is the value of whereE, = V¢ (rc),

rc = 226 /4 eoE, (7.49)
and hence
Ve(r) = 226 /4megr = rcEq/r. (7.50)

So, substituting into (7.48) gives

e

_ 2(2mE,)Y? re 1/2
G= T/ (T — 1) dr, (7.51)
R

14 The results (7.46)—(7.48) are derived in Section A.1 of Appendix A.

15 The existence of an angular momentum barrier will suppress the decay rate (i.e. increase the lifetime) compared to a similar
nucleus without such a barrier. Numerical estimates of the suppression factors, which increase rapidly with angular momentum,
have been calculated by Blatt and Weisskopf and are given in Blatt and Weisskopf (1952).
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where m is the reduced mass of the particle and the daughter nucleus, i.e.
m = m,mp/(M, + Mp) &~ m,. Evaluating the integral (7.51) gives

12
G = 4Z« (22':2) [(cos‘l\/§> - 2 (1 - 2)} . (7.52a)

Finally, sinceE, is typically 5 MeV and the height of the barrier is typically 40 MeV,
rc > Rand from (7.52a),

G~ 4raZ/B. (7.52b)

whereg = v, /c andu, is the velocity of thex particle within the nucleus.

The probability per unit timé of thew particle escaping from the nucleus is proportional
to the product of: (a) the probability(«) of finding thex particle in the nucleus; (b) the
frequency of collisions of the particle with the barrier (this ig, /2R); and (c) the transition
probability. Combining these factors,is given by

— (@) e
A= w(a)ZRe (7.53)
and since
Z Z
GCx— « , (7.54)
B VEa

small differences irE, have strong effects on the lifetime.
To examine this further we can take logarithms of (7.53) to give

logyo 12 = a+bZE; Y2, (7.56)

wherety; is the half-life. The quantitya depends on the probability(«) and so is a
function of the nucleus, whered#sis a constant that may be estimated from the above
equations to be about 1.7. Equation (7.56) is a form of a relation that was found empirically
by Geiger and Nuttall in 1911 long before its theoretical derivation in 1928. It is therefore
called theGeiger-Nuttall relation It predicts that for fixedZ, the log of the half-life of
alpha emitters varies linearly with; 2.

Figure 7.9 shows lifetime data for the isotopes of four nuclei. The very strong variation
with alpha particle energy is evident; changikg by a factor of about 2.5 changes the
lifetime by 20 orders of magnitude. In all cases the agreement with the Geiger-Nuttall
relation is very reasonable and the slopes are compatible with the estimétaliore.

Thus the simple barrier penetration model is capable of explaining the very wide range of
lifetimes of nuclei decaying by emission.

7.7 B Decay
In Chapter 2 we discussed in some detail the phenomenologydetay using the semi-

empirical mass formula. In this section we return to these decays and examine their
theoretical interpretation.
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Figure 7.9 Comparison of the Geiger-Nuttall relation with experimental data for seamitters.

7.7.1 Fermi Theory

The first successful theory of nuclear beta decay was proposed in 1934 by Fermi. He
constructed a theory based on very general principles, working by analogy with the theory
of electromagnetic processes, the only successful theory known at the time for quantum
particles. In electromagnetism, the interaction is described by a Lorentz-invariant scalar
transition amplitude and Fermi assumed that the weak deeayf could similarly be
written:

Mg = / Wi (gO)W; dv, (7.57)

whereW; and¥; are total wave-functions for the final and initial states, respectiggly,

is a dimensionless coupling constant, and the integral is over the nuclear v@luiites
interaction operato® can in principle be a combination five basic Lorentz-invariant forms.
The five categories are callsdalar (S), pseudo-scalafP), vector (V), axial-vector(A),
andtensor(T); the names having their origin in the mathematical transformation properties
of the operators. Fermi guessed tBatvould be of the vector type, since electromagnetism

is a vector interaction, i.e. it is transmitted by a spin-1 particle — the photon. The resulting
V -V transitions, are called calleermi transitions However, we have seen from the
work of Chapter 6 that the weak interaction does not conserve parity apd(gd must

be a mixture of a scalar and a pseudoscalar. Several combinations of operators are in
principle possible, but the only one that yields the correct helicity properties for leptons is a
mixture ofVV andA. For purely leptonic decays, the combinatioWig\, but in the case of
nuclearg decays the relative strength of the two terms has to be determined by experiment,
because nuclei are extended objects. Decays proceedi#g-VAacombination are called
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Gamow-Teller transitionsln what follows we will examine some of the predictions of
these ideas without specifying the details of the interaction operators.

7.7.2 Electron and Positron Momentum Distributions

In Chapter 2, we interpreted electrghdecay as the decay of a bound neutron, i.e.
n— p + € + v, and in Chapter 3 we gave the quark interpretation of this decay. In
general, it is possible for the internal state of the nucleus to change in other ways during
the transition, but we will simplify matters by initially considering just the basic neutron
decay process. A similar formalism can be used to describe electron capture.

We have also metthe Second Golden Rule, which enables transition rates to be calculated
provided the interaction is relatively weak. We will write the Golden Rule as

21
0="= | Ma|* n(E), (7.58)

wherew is thetransition rate(number of decays per unit time), related to the mean lifetime
T by w = 1/r andn(E) is thedensity of states.e. the number of quantum states available
to the final system per unit interval of total energy. The density-of-states factor can be
calculated from purely kinematical factors, such as energies, momenta, masses, and spins
where appropriaté Thedynamicf the process is contained in the transition amplitude.
Applying a bit of modern insight, and by analogy with the work of Chapter 1, we can write

Gr

Mfi = VMﬁ (759)

whereGe is the Fermi coupling constant we met in Chapter 6. In (7.59) it is convenient to
factor out an arbitrary volum¥, which is used to normalize the wave functions. (It will
eventually cancel out with a factor in the density-of-states term.) We will also refdy; to
as thematrix elementbecause it is one element of a matrix whose elements are all the
possible transitions from the initial state different final statef of the system. The Fermi
coupling constant has dimensions [energy][lenyytirjd is related to the charged current
weak interaction couplingy by

Gk 4 (HC)SO(W

NZ) (Mwe?)?

In nuclear theory, the Fermi coupling constént is taken to be a universal constant, and
with appropriate corrections for changes of the nuclear state, this assumption is also used
in beta decay. Experimental results are consistent with the theory under this assumption.
But the theory goes beyond nuclear beta decay, and can be applied to any process mediated
by theW boson, provided the energy is not too great. In Section 6.5.3, for example, we
used the same ideas to discuss neutrino scattering. The best process to determine the value
of G is one not complicated by hadronic (nuclear) effects, and muon decay is usually
used. The lifetime of the muor), is given to a very good approximation by
1 (m,c?)®

=t G2 7.61
t, 19273h(hos 7’ (7.61)

(7.60)

16 This is done explicitly in Section A.2 of Appendix A.
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from which we can deduce that the value® is about 90 eV frd. It is usually quoted in
the formGg /(hc)® = 1.166 x 10°° GeV 2.

We see from (7.58) that the transition rate (i.e. beta-decay lifetime) depends on kinemat-
ical factors arising through the density-of-states fao(d@). To simplify the evaluation of
this factor, we consider the neutron and proton to be ‘heavy’, so that they have negligible
kinetic energy, and all the energy released in the decay process goes into creating the
electron and neutrino and in giving them kinetic energy. Thus we write

Eo= Ec+ E,, (7.62)

where E. is the total (relativistic) energy of the electroB, is the total energy of the
neutrino, andE, is the total energy released. The latter equalsnjc?, if Am is the
neutron-proton mass difference, or the change in mass of the decaying nucleus.

The transition ratev can be measured as a function of the electron momentum, so we
need to obtain an expression for the spectrum of beta-decay electrons. Thus we will fix
Ee and find the differential transition rate for decays where the electron has energy in the
rangekEe to E¢ + dEe. From the Golden Rule, this is

2T
do = 2 [ Myf?n, (B0 — E9 nu(Eo) e, (7.69

whereng andn, are the density-of-states factors for the electron and neutrino, respectively.
These may be obtained from our previous result

N(pe)dpe = (2n ﬁ)3 a4 pe dpe, (7.64)
with a similar expression fam,, by changing variables using
dp E
-~ - = 7.65
dE  pc?’ (7.65)
so that
47V
N(Ee) dEe = W PeEe dEe, (7.66)

with a similar expression fom(E,). Using these in Equation (7.63) and setting
M = (Gr/V)My, gives

do G2 |Mg|®
— — ZF1N 5 Elp,E, 7.67
dE, 23R cA PeEep ( )
where in general
p.c= (EZ —m? 04)1/2 [(Eo — Ee)* — m? 04]1/2. (7.68)

Finally, it is useful to change the variable pg by writing

do  dEe dw 2F|Mﬁ‘2 ;
dpe = dp dE. — 2nde PP B (7.69)
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If we take the antineutrino to hgreciselymassless, thep, = E, /c and (7.69) reduces to

dw p2 E2 2

2 (E —E )2
99 _ g2 M2 Pet = g2 w2 PeBo T B 7.70
dpe F M| 273R7c3 F Ml 2737 c3 (7.70)
7.7.3 Selection Rules
The matrix element may be written, by analogy with (7.57), as
My = / [ wev] Hy dv, (7.71)

wherey ; andy; are the nuclear wavefunctions for the final and initial states, respectively,
and H is the Hamiltonian. If we take the lepton wavefunctions to be free-particle plane
waves, then the integral will contain a term of the form

expl—i(pe + p,) - r/A]. (7.72)

For an electron with a typical energy of 1 Mep,= 1.4 MeV/c andp/h = 0.007 fm L.

Thus over the nuclear volumer/h « 1 and we can expand the exponential keeping
only the first term, unity. Thus, in this approximatidl; does not depend on the electron
momentumpe and the differential transition rate therefore depends only on the kinematical
variables via the density-of-states factor. Decays for which this is a good approximation
are calledallowed transitionsWe consider these further below.

We need also to consider spin effects, which are absent in the simple Fermi theory. Since
the lepton wavefunctions are constants, there can be no orbital angular momentum, i.e. the
total orbital angular momentum of the leptdns= 0. However, both the neutrino and the
charged lepton (electron or positron) have intrinsic spir%(dji units ofh). Thus their total
spin S can be eithep (antiparallel) orl (parallel). In the antiparallel case it follows that
there can be no change in the nuclear spimide= | J, — J¢| = 0 and neither can there be
any nuclear parity change, i.AP = 0. These correspond to thkermi transitionsdefined
in Section 7.7.1 and the modern interpretation would be that they are due to the Coulomb-
like part of the field generated by the exchanyédaneson. In the case of parallel lepton
spins, the nonzero total lepton spin implies that = | J — J;| =0 or 1, withAP =0
still. However, the transition 0 — 07 is forbidden since the lepton pair carries away a unit
of angular momentum. These correspond toGlaenow-Teller transitionsalso mentioned
in Section 7.7.1 and in modern theory they would correspond to the magnetic-like part of
the field due to the exchang&d meson.

An example of a pure Fermi transition is:

¥4o(0%) — ¥N*(01) + et + ve, (7.73)

where ¥N*(0*) is an excited state of nitrogen. An example of a pure Gamow-Teller
transition is:

SHe(0") — BLI(1*) + e + ve. (7.74)

Mixed transitions are also possible, such as neutron decay itself:

n (g*) ~p (%*) fe 4 e (7.75)
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In these cases, the matrix elemén is replaced by the weighted spin-averaged Fermi
and Gamow-Teller matrix elements. It is then an experimental question to determine the
relative weight of the two contributions.

Because in an allowed Fermi transition a neutron becomes a proton (or vice versa),
without an effect on the rest of the wavefunction, the selection rule for isdspin| = 0
However, in a Gamow-Teller transition, the nuclear wavefunction can change, so the isospin
change is that due a simple nucleon transition and since the isospin of the nuc%emrdis
isospin is a vector, the corresponding selection rulelis= 0 or 1.

Situations can occur where the selection rules may yield a zero matrix element if only
the first term (unity) in the expansion of the exponential of (7.72) is kept. In these cases,
higher terms in the expansion of the exponential will be required. Each of these will contain
functions of the polar angles of the co-ordinatand will thus correspond to the lepton
pair having a nonzero orbital angular momentum. In these cases the nucleus may change
its spin by more than one unit and there may also be a change of parity between initial
and final nuclear states. These decays are traditionally knoworagiden transitions,
although they are not in fact completely forbidden. The decay rates in these cases are
generally suppressed with respect to allowed decays. The homenclature ‘first-forbidden’,
‘second forbidden’ etc. is used to correspond.te- 1, L = 2 etc for the lepton pait’

7.7.4 Applications of Fermi Theory

We conclude the discussion of Fermi theory by considering a few of its other applications.

7.7.4.1 Kurie Plots

For allowed transitions, because the matrix element does not depend of the electron kine-
matic variables, expression (7.70) gives rise to a bell-shaped electron momentum distribu-
tion, which rises from zero at zero momentum, reaches a peak and falls to zero again at an
electron energy equal By, as illustrated in the curve labelletl= 0 in Figure 7.10. The
curve ignores the effect of the electromagnetic force between the positive nucleus and the
outgoing charged lepton. In the case of an emitted positron, the spectrum will be shifted
to the right and conversely for an emitted electron it will be shifted to the left, with the
greatest effect occurring at low lepton momenta. (See Figure 7.10.) The precise form of
these effects is complicated to calculate, and requires quantum mechanics, but the results
are published in tables of a factb(Z, E.), called thed=ermi screening factotto be applied
to the basic beta spectrum.

The usual way of experimentally testing the form of the electron momentum spectrum
given by the Fermi theory is by means dfarie plot. From (7.70), with the Fermi screening
factor included, we have

dow _ F(Z, Ee) G2 |Mi|2p2(Eo — Ee)?

d_pe 273h7c3

: (7.76)

17 For a discussion of forbidden transitions see, for example, Cottingham and Greenwood (2001) and Krane (1988).
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Number of electrons or positrons
per unit momentum rangde(p)

Electron momenturp

Figure 7.10 Predicted electron spectrZ: = 0, without Fermi screening factog®, with Fermi
screening factor.

which, for allowed transitions, may be written as

dw 1 1/2
H(Ee) = [(E) —p2 FZ.p )i| x Eg — Ee, (7.77)

becauseM; does not depend on the electron kinematic variables. A plot of the quan-
tity H(Ee) — using the measureduddpe and pe, together with the calculated value of
F(Z, pe) — against the electron enerdse should then give a straight line with an in-
tercept ofEo. It is usual to make the plot as a function of the electron’s kinetic energy
Te = Ec — mec? and two examples are shown in Figure 7.11. In the case of a forbidden
transition, the Kurie plot is not a straight line, because the conditions under which (7.77)
was derived no longer hold.

70

60
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40 |-

H(Te) (arbitrary units)

0 | | | | | | | | | |
0 20 40 60 80 10D 120 140 160 180 200 220 240

Electron kinetic energye in keV

Figure 7.11 Kurie plots for theg decay of'“C and*’Pm. (Adapted from Pohmet al. (1955).
Copyright (1955) the American Physical Society, reprinted with permission).
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7.7.4.2 Mass of the Electron Neutrino

Studying the precise shape of the momentum distribution near its upper end-point is one
way in principle of finding the value of the electron neutrino mass. If the neutrino has zero
mass, then the gradient of the curve approaches zero at the end-point, whereas any nonzero
value results in an end-point that falls to zero with an asymptotically infinite gradient. It is
simplest in practice to study this via the Kurie plot. If the neutrino mass is not exactly zero
then it is straightforward to repeat the derivation of (7.77) and show that the left-hand side
of the Kurie plot is proportional to

{(Eo — Ee)[(Eo _ Ee)2 _ m§C4]1/2}1/2

: (7.78a)

or, equivalently
{(To = T[(To — To)? — mec?]"2}¥2, (7.78b)

whereTy = Eo — mec?. This will produce averysmall deviation from linearity extremely
close to the end point of the spectrum as a functiofigdind the straight line will curve
near the end point and cut the axis verticallyfgt= To — m, c2.

In order to have the best conditions for measuring the neutrino mass, it is hecessary
to use a nucleus where a nonzero mass would have a maximum effect, i.e. the maximum
kinetic energy of the electron should only be a few kev. Also at such low energies atomic
effects have to be taken into account, so the initial and final atomic states must be very well
understood. The most suitable case is the decay of tritium,

H— SHe+e + e (7.79)

whereT is only 18.6 keV. The predicted Kurie plot very close to the end point is shown
in Figure 7.12.

12 T T T T T T
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HI’T\,CZH
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18.588 18.590 18.592 18.594 18.596 18.598 18.600 18.602

Electron kinetic engy (keV)

Figure 7.12 Expected Kurie plot for tritium decay very close to the end point of the electron energy
spectrum for two cases, = 0 andm, = 5 eV/c?.
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Since the counting rate negyis vanishingly small, the experiment is extremely difficult.
In practice, the above formula is fitted to data close to the end point of the spectrum and
extrapolated tdy. The best experiments are consistent with a zero neutrino mass, but when
experimental and theoretical uncertainties are taken into account, an upper limit of about
2-3 eV/¢@ results, as we have remarked in Chapter 3.

7.7.4.3 Total Decay Rates

The total decay rate follows from integrating expression (7.76). For allowed transitions,
the matrix element may be taken outside the integral and we have

|2 Pmax

/ F(Z. pe) P2(Eo — Ec)* dpe, (7.80)
0

ot
- 273R"c3

where pmax IS the maximum value ofpe. The integral depends only oB because
CPmax = +/(E& — m2c?, so if we define the dimensionless integral

Pmax

f(Z,E)= (M) (Mec?)? / F(Z, pe)P2(Eo — Ee)? dpe, (7.81)
e e
0
we have
GZm2c*
_ ﬁ IMs|? £(Z, Eo) (7.82)

and sincev = In 2/t1/,, wherety > is the half-life, finally

(2In2yz%R" 1
G mact |Mfi|2

ftip = (7.83)

The value off ty/,, called thecomparative half-lifeis thus a direct measure of the matrix
element Mg|. In practicef ty, values vary enormously and so it is usual to compare values
of log,y(fty2), wherety,; is measure in seconds. There is considerable overlap in the
comparative half-lives corresponding to the various transitions. Thyg(olg,2) spans
the approximate ranges.3t 1.5 for allowed transitions and 5+ 1.5 for first forbidden
transitions. In addition, there are some decays withod1/.) values in the range 3—4.
These are calleduperallowed transitions

Finally, returning to (7.80), if we ignore the screening function and use the relativistic
approximationpsC ~ E,, which is usually good, the integral may be simply done and
givesw  E®, i.e. the transition rate is proportional to the fifth power of the disintegration
energy. This isSargent’s Rulewhich we have met before in Chapter 3 when discussing
lepton universality (see Equation (3.9)) and can also be seen in the formula for the muon
lifetime, Equation (7.61) above.
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7.8 y Emission and Internal Conversion

In Chapter 2 we mentioned that excited states of nuclei frequently decay to lower states
(usually the ground state) by the emission of photons in the energy range appropyiate to
rays and that in addition it is possible for the nucleus to de-excite by ejecting an electron
from a low-lying atomic orbit. We shall discuss this only briefly because a proper treatment
requires using a quantized electromagnetic radiation field and is beyond the scope of this
book. Instead, we will outline the results, without proof.

7.8.1 Selection Rules

Gamma emission is a form of electromagnetic radiation and like all such radiation is

caused by a changing electric field inducing a magnetic field. There are two possibilities,
called electric (E) radiation and magnetic (M) radiation. These names derive from the

semiclassical theory of radiation, in which the radiation field arises because of the time
variation of charge and current distributions. The classification of the resulting radiation

is based on the fact that total angular momentum and parity are conserved in the overall
reaction, the latter because it is an electromagnetic process.

The photon carries away a total angular momentum, given by a quantum nugtber
which must include the fact that the photon is a spin-1 vector meson. The minimum value
isL = 1. This is because a real photon has two possible polarization states corresponding,
for example, toL, = £1. Thus in the transition there must be a changé jrof +1 for
the emitting nucleus and this cannot happeln i 0. Hence, if the spins of the initial and
final nuclei states are denoted lyyandJ ; respectively, the transitio) =0 — J¢ = 0is
strictly forbidden. In general, the photons are said to have a multipolagtd we refer to
‘multipole radiation’; transitions are called dipole & 1), quadrupolel{ = 2), octupole
(L = 3) etc. Thus for example, M2 stands for magnetic quadrupole radiation. The allowed
values ofL are restricted by the conservation equation relating the photon total angular
momentunL and the spins of the initial and final nuclear states, i.e.

Ji=J: + L. (7.84)
Thus,L may lie in the range
Ji+JfZLZ|Ji—Jf|. (7.85)

It is also necessary to take account of parity. In classical physics, an electric gipisle
formed by having two equal and opposite chargesparated by a distancelt therefore

has negative parity under— —r. Similarly, a magnetic dipole is equivalent to a charge
circulating with velocityv to form a current loop of radius The magnetic dipole is then

of the formqr x v, which does not changes sign under a parity inversion and thus has
positive parity. The general result, which we state without proof, is that electric mu